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Предисловие

Настоящее пособие предназначено для подготовки аспирантов и студентов магистратуры факультета ВМиК МГУ к сдаче экзамена кандидатского минимума.

Пособие имеет ярко выраженную профессиональную направленность. В течение нескольких лет преподаватели кафедры английского языка факультета ВМиК тщательно отбирали оригинальные тексты, исходя из следующего:

· тематика текстов должна соответствовать профессиональным интересам учащихся;

· тексты не должны быть информационно устаревшими;

· лексическая и грамматическая структура текстов должна соответствовать требованиям кандидатского экзамена по английскому языку.

В соответствии со структурой экзамена тексты разбиты на четыре группы:

1. тексты для письменного перевода со словарем;

2. тексты для устного перевода без словаря;

3. тексты для письменного аннотирования;

4. тексты для устного аннотирования;

В каждом разделе тексты расположены по мере возрастания сложности и снабжены комментариями и заданиями,

Работать с пособием можно как самостоятельно (индивидуально или в группе), так и под руководством преподавателя.

Авторы сочли возможным не включать в пособие задания по грамматике английского языка и рекомендуют пользоваться пособием «English Grammar Through Computer» МГУ 1997 и грамматическими таблицами, составленными кафедрой английского языка факультета ВМиК.

Методическая записка.

Перед тем, как приступать к работе над материалами данного пособия аспиранты и студенты магистратуры должны ознакомиться со следующими рекомендациями авторов.

Для работы над текстами и послетекстовыми заданиями в I и II частях пособия авторы предлагают краткую справку по специфике перевода с английского языка на русский язык и наоборот.

Перед выполнением заданий III и IV частей пособия авторы предлагают учащимся прочитать рекомендации по формированию умений и навыков письменного и устного аннотирования и реферирования английского научного текста.

Некоторые закономерности англо-русского научно-технического перевода. Специфика английского и русского языков такова, что буквальный перевод очень часто невозможен. Для того, чтобы научиться делать правильный и точный перевод научно- технических текстов с английского языка на русский, нужно очень хорошо представлять себе лексико-синтаксическую структуру языка английского научного текста, а именно:

· межъязыковые эквиваленты, в том числе интернационализмы;

· межъязыковые аналогии;

· наличие в языке перевода вариантов слова-оригинала;

· необходимость пояснения языковых реалий;

· фразеология и способы ее перевода;

· перевод стилистических особенностей текста-оригинала. 

При анализе грамматических особенностей переводимых текстов следует отметить следующее:

· общее соответствие текста перевода синтаксической канве текста оригинала;

· порядок слов в текстах;

· сопоставление синтаксических конструкций;

· передача английского артикля в русском тексте;

· видовременная система в сопоставляемых текстах;

· атрибутивные конструкции;

· модально-залоговые сопоставления.

Можно выделить ряд закономерностей англо-русского научно-технического перевода. Одни из них охватывают практически все типы и группы лексических средств, другие — только определенные.

К общестилистическим закономерностям, или модификациям, относятся:

· лексическая унификация переводных эквивалентов в англо-русском научно-техническом переводе;

· терминологизация значений в английской лексике при переводе на русский;

· специализация значений английской лексики при переводе на русский;

· стилистическая нейтрализация стилистически окрашенных лексических средств в англо-русском научно-техническом переводе;

· деинтернализация английской интернациональной лексики в научно-технических текстах при переводе на русский язык.

При переводе научно-технических текстов с английского языка на русский необходимо ориентироваться на наиболее типичные при соответствующей речевой ситуации языковые средства русского технического текста.

Сопоставительный анализ англо-русских технических переводов показывает, что довольно часто в текстах на английском языке встречаются весьма неопределенные по своему содержанию лексические средства, которые при переводе на русский язык приходится разъяснять, интепретировать, раскрывать подразумеваемый смысл, чтобы русский перевод соответствовал требованиям русского технического текста. Как известно, его основными требованиями является ясность и точность изложения, однозначность, конкретность, логичность, последовательность, обоснованность и убедительность при абсолютной смысловой идентичности с оригиналом.

Справка по написанию аннотации и реферата.

Аннотирование — это процесс составления кратких сведений о печатном произведении. Аннотация (от лат. annotatio — замечание) — краткая характеристика содержания произведения печати или рукописи* (* см. Советский Энциклопедический словарь. М. 1990). Наибольший интерес представляют для нас справочная или описательная (краткая) и информативная (развернутая) аннотации. Аннотация состоит из 3 частей:

a) вводной (включающей перевод заглавия оригинала, его выходные данные, сведения об авторе- ученая степень, звание, принадлежность к научной школе и др.)

b) описательной, содержащей главную идею научной работы, или статьи, или два или три основных положения, наиболее характерных для нее.

c) заключительной, где содержатся один или два вывода или какие-то отдельные особенности оригинала.

Информативная аннотация отличается от справочной или описательной тем, что она содержит как главную идею работы, так и информацию, отражающую наиболее важные положения работы. Заключительная часть может включать выводы, которые сделаны не только на основании содержания, но и литературы о нем. В аннотации важно соблюдать логическую структуру изложения, а также использовать языковые средства, характерные для оригинала, например:

Machine translation: a hybrid view

The paper presented has been written by Yorick Wilks, a professor of computer science at the university of Sheffield and director of the Institute of language Speech and Hearing and was published in April 1996 in the periodical edition "IEEE Expert" Intelligent Systems and their Applications..

The paper is about the problem of machine translation. The author shows some methods of solving machine translation's problem such as:

· the irruption of a range of techniques from speech research, pioneered by IBM Laboratories, that claim the way out of the deadlock is empirical, in particular statistical, methods that take as data very large text corpora.

· escapement from the deadlock with movement to machine-assisted machine translation which then spawns a score of systems which will help users to create a translation but involves no large claims about automatic machine translation. 

Both methods don't use artificial intelligence and this is not well to the author's mind. Each of the methods doesn't solve the global problem of translating unseen text very well. The author suggests fusing all concepts in one and says that is the future of machine translation. The work, in his opinion, progresses in parallel on the development of ontology and knowledge bases and they will meet up again.

Информация о содержании и характере печатного произведения является не только задачей аннотации, но и реферата. Реферат (от лат refero — сообщаю) — краткое изложение в письменном виде или в форме публичного доклада содержания научного труда (трудов) и литературы по теме* (* см Советский энциклопедический словарь, М., 1990.) Требования к составлению аннотации и реферата связаны с различным назначением этих документов. Аннотация служит только для осведомления о существовании документа определенного содержания, в реферате же излагается содержание печатного труда с характеристикой методов исследования, с фактическими данными и итогами работы. При аннотировании основное заключается в умении лаконично обобщить содержание документа, реферирование, однако, предполагает еще и владение мастерством сокращения текста первичного документа.

Реферат включает библиографическое описание первичного документа, реферативную часть (текст реферата), примечания референта, его собственное мнение относительно обозреваемых вопросов, если собственное мнение достаточно четко определилось. Текст реферата рекомендуется строить по следующему плану:

a) цель и методика исследования.

b) конкретные данные о предмете исследования.

c) характеристика исследования.

d) результаты и выводы.

В качестве примерной схемы реферата здесь, на наш взгляд, можно было бы привести краткий обзор научных статей на тему машинного перевода, его роли и оценки учеными в настоящее время. Если при этом учесть, что каждое положение можно расширить до информативной аннотации по каждой научной статье, причем особое внимание уделить описанию отличительных черт каждой работы по сравнению с родственными ей по тематике и целевому назначению, указав при этом на особенности подачи материала (постановки проблемы, решения частного вопроса и др.), то можно себе представить, как следует писать и оформлять реферат на ту или иную тему. Важно также помнить о том, что в реферате желательно дать свою оценку и свое мнение на решение проблемы в целом или того или иного частного вопроса, если это мнение достаточно четко сформировалось. Схему реферата можно представить так:

We have gathered a number of distinguished researchers who are actively working on the problem of machine translation. Yorick Wilks, a professor of computer science at the University of Sheffield and director of the Institute of Language, Speech, and Hearing, identifies the reasons behind the success of the statistical approaches and argues why they roust be integrated with knowledge-based approaches. Ken Church, a researcher at AT&T Research describes the basic idea behind statistical approaches and claims that they will play an important role in building tools for machine translation. Sergei Nirenburg, a professor of computer science at New Mexico State University and director of the Computing Research Laboratory, maintains that machine translation is too complex to be handled by statistics and that a pure knowledge-based approach will eventually win out. Finally, Edward Hovy, who leads the natural language project at the Information Sciences Institute and is a professor of computer science at the University of Southern California, argues that integrated approaches are inevitable and that the precise nature of the integration will depend on the specific application task. — CraigA. Knoblock, Editor
Методика работы над текстом. 

Сначала следует прочитать текст с целью понять основную идею или основные положения работы (scheming reading). После повторного, более внимательного аналитического чтения того же самого текста (статьи или выдержки из нее) (close reading), следует начать с составления плана, выделив основную идею работы в целом и каждого абзаца в отдельности. Далее, в каждом абзаце (logical unit) находим одно или два предложения, которые подтверждают основную мысль каждой логической единицы.

Как известно, для письменной научной прозы характерны сложные синтаксические конструкции с причастными, герундиальными и инфинитивными оборотами. Задача заключается в том, чтобы преобразовать сложные предложения в более простые, а последние, в свою очередь, сократить до "ядра предложения", то есть до слов, несущих основную смысловую нагрузку (kernel sentences). Для того, чтобы сохранить логическую структуру оритинала,необходимо соединить предложения (kernel sentences) в логически построенный ряд с помощью связующих слов (connective words). К связующим словам можно отнести такие как: then, therefore, thus, because, yet, moreover, as well as, also, in the case of, consequently, hence, in order to, since, that, that's why. nevertheless, however, besides, in addition to, etc.

Кроме связующих слов (connective words) в аннотации и реферате употребляются слова и словосочетания, которые выражают мнение автора (авторов) с одной стороны, и мнение референта с другой. К ним можно отнести такие слова и словосочетания, как: it is well known that, as it is known, according to, in his (her, their) opinion, to my mind, on the contrary, in turn, in the sense that, it is (was)... that, likewise, in short, at the angle of, from his (her, their) point of view on...etc.

В качестве примера для иллюстрации вышесказанного приведем анализ метода работы над той же научной статьей "Machine translation: a hybrid view" by Yorick Wilks.

I. The items of the plan:* (* "the items of the plan" or. in other words, '-the titles of the paragraphs").

1. MT in wide use nowadays

2. High-quality, fully automatic translation an illusive goal for the present.

3. Statistical methods as the way out of the deadlock.

4. Machine-assisted MT.

5. AI (Artificial Intelligence) about knowledge-based systems as the key to MT.

6. Linguistics and MT.

7. A striking achievement of IBM researchers.

8. Etc.............................................................................................

II. Kernel sentences illustrating the items of the plan:

1. Everyday MT systems produce fully automatic translations at the Federal Translation Division in Dayton, in Ohio, and at the European Commission in Luxembourg.

2. High quality, fully automatic translation has not been produced up to now.

3. The way out of the deadlock was empirical, i.e. statistical methods. They took as data very large text corpora.

4. The escape from the very same deadlock was to move to machine-assisted MT.

5. AI argued that knowledge-based systems were the key to MT. They had failed to deliver knowledge bases of sufficient size.

6. Linguistics was in a far worse position than AI. It could not weather the statistical onslaught at all.

7. IBM researchers achieved the striking results. They could produce 50-plus percent of correctly translated sentences of unseen texts in a trained corpus.

Etc.........................................

III. Joining kernel sentences together with connective words:

It is well known that every day MT systems produce fully automatic translations at the Federal Division in Dayton, in Ohio, and at the European Commission in Luxembourg. Yet high-quality, fully automatic translation has not been produced up to now. According to IBM laboratory researchers the way out of the deadlock was empirical, i.e. statistical methods that took as data very large corpora. Besides, the escape from the very same deadlock was, in their opinion, to move to machine-assisted MT. On the contrary, AI argued that it was knowledge-based systems that were the key to MT. But they had failed to deliver knowledge bases of sufficient size. Linguistics was in a far worse position than AJ in the sense that it could not weather the statistical onslaught at all. IBM researchers, in turn, achieved striking results. Thus they could produce 50-plus percent of correctly translated sentences from unseen texts in a trained corpus. Etc.........................................................................................................

Кроме письменного, существует так же и устное аннотирование научных документов, т.е. умение передать в устной форме его основные положения, характерные особенности и выводы. Для формирования умений и навыков устного аннотирования здесь приведены также ряд текстов и упражнений. Одним из видов таких упражнений является rendering (т.е. передача другими словами в устной форме содержания научного текста).

To our students' attention.

This reader of translating, annotating, and rendering of computer terminology is an outgrowth of our department experience in teaching courses for post-graduates who desperately need a workbook. The work before you is a product of constant revision and change dictated by the needs and critical evaluations of our post-graduate students over the past two years.

There are two basic assumptions underlying the design of the work. One is that computer, communication and math terminology can be taught as a language emphasizing logical and rational understanding of the terms rather than just memorization of them.

Another assumption is that the main aim of this work is preparation for taking master degree in Professional English.

That is why this work tries to cover the four main aspects of the exam. The first two chapters are fully devoted to written (prepared) and oral (at sight) translating of professional texts.

The third chapter deals with summarizing and annotating of the original professional texts.

The fourth part trains rendering. We consider this part of the work to be equally important as it encourages speaking skills

The book is designed both for classroom use and for independent study.

We hope that it will be helpful to you not only in preparation for your MD but also in your every day professional English improving.

With best wishes
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CHAPTER 1

In this chapter you will gain practice in reading, understanding and written translating the computer language in context. Before starting to work on this chapter read the recommendations and advice on p.4 very attentively.

Unit 1

1. Read and translate in written form text №1 using dictionary if necessary. 

ТЕХТ №1

Some words about Internet

The Internet is revolutionizing commerce. It provides the first affordable and secure way to link people and computers spontaneously across organizational boundaries. This is spawning numerous innovative enterprises—virtual companies, markets, and trading communities,

But the Internet's potential is imperiled by the rising specter of digital anarchy:

closed markets that cannot use each other's services; incompatible applications and frameworks that cannot interoperate or build upon each other; and an array of security and payment options that confuses consumers.

One solution to these problems is an object oriented architectural framework for Internet commerce. Several major vendors of electronic-commerce solutions have announced proprietary versions of such a framework. The major platforms are:

· IBM Commerce Point

· Microsoft Internet Commerce Framework

· Netscape ONE (Open Network Environment)

· Oracle NCA (Network Computing Architecture)

· Sun/Java soft JECF (Java Electronic Commerce Framework).

Recently, four of these companies have agreed to support a common distributed object model based on CORBA HOP (Common Object Request Broker Architecture Internet InterORB Protocol). Yet for commerce on the Internet to thrive, such systems must also interoperate at a business application level. (For more information see the "Major E-Commerce Platforms" sidebar.) A consumer or business using one framework should be able to shop for; purchase, and pay for goods and services offered on a different framework. This is currently not possible.

In response. Commerce Net is organizing Eco System, a cross-industry effort to build a framework of frameworks, involving both e-commerce vendors and end users. This project is challenging from a technical perspective because information technology is moving so fast that there's seldom time for even de facto standards to emerge. Instead, we must deal with de facto interoperation—making incompatible products already in the marketplace communicate. Our philosophy is simple: Protocols, formats, and the like should not hinder business.

The success of this process clearly depends on market leaders in each area participating actively on their respective task forces. Admittedly, in past battles for market dominance (such as in operating systems and desktop PCs), it was difficult to bring leading players to the table. For robust Internet commerce, however, interoperability is so fundamental that we have to turn the concept of openness on its head—it's not just publishing an API. Everyone's software has to work together because no single company can control what platform its customers will use.

2. Read and translate text №2 without a dictionary.

TEXT №2

OVERVIEW

As proposed, Eco System will consist of an extensible object-oriented framework (class libraries, application programming interfaces, and shared services) from which developers can assemble applications quickly from existing components. These applications could subsequently be reused in other applications.

We are also developing a Common Business Language (CBL) that lets application agents communicate using messages and objects that model communications in the real business world. A network services architecture (protocols, APIs, and data formats) will insulate application agents from each other and from platform dependencies, while facilitating their interoperation

Unit 2

I. Read and translate in written form the text using a dictionary if necessary. Pay attention to the underlined words.

TEXT №1

CSLAB

With its network-centric computing model, support for graphical user interfaces, and availability of integrated development environments, Java makes it easy to produce simple applets that animate or help visualize details of mathematical entities, such as algorithms. But despite the dynamic and interactive nature of their underlying language, such applets, are static and restricted in scope—in fact, they offer little improvement over much older algorithm animation efforts.

Applets typically perform a fixed set of operations, and users cannot easily reconfigure such a system to perform "what if experiments or gather statistical or timing information for an experiment. Thus, while Java and the Web support dynamic interactions and enable exciting capabilities in educational software, few applications built on them exploit these capabilities. Existing educational applets are interesting exercises in Java programming, but they lack several essential capabilities that would allow them to be used effectively as components within a computer-assisted education infrastructure.

Compare applet capabilities to those of systems such as Matlab and Math used extensively in teaching and research. These powerful systems meet the needs of certain user communities, and their many specialized toolkits allow for rapid system prototyping and experimentation in areas such as signal processing and control systems. Nevertheless, they have two drawbacks: Building new applications with them requires significant programming efforts, and embedding them as executable content in Web pages is difficult because they lack support for Web interactions.

To overcome these limitations, we created CSLab, a proof-of-concept prototype of a simulation environment that is easy to use, dynamic, and Web-accessible. It is designed from the ground up to exploit the inherent dynamic behavior of Java and the Web and to let end users capitalize on this behavior. We originally envisioned it as a laboratory course in computer science, similar to courses in the physical sciences. Our goal was to build a framework within which to create, configure, and execute experiments, but instead of the physical sciences we focused on experimental algorithmic.

It was clear from the start that to support the desired level of dynamic behavior and interaction, CSLab would have to provide

· an intuitive visual interface to let users configure experiments with point-and-click actions;

· the functionality of a script file—that is, the ability to systematically configure and run a family of related experiments;

· an open architecture so that new building blocks can be designed and added to the system with minimal effort and service disruption; and

· persistent objects so that a workbook of experiments and their results can be maintained.

This last facility would need the capability to save and restore both passive objects such as experimental data and active objects such as the experimental setup.

NOTES:

1. Math entities (n.) — математический модуль, объект, примитив.

2. Applet (n.) — встраиваемое приложение, активный объект, апплет.

3. Toolkit (n.) — пакет разработчика.

II. Read and translate text №2 without a dictionary. 

TEXT №2

Various stand-alone or networked "virtual laboratories" already exist. The environments found in the instructional products of the Shodor Education Foundation (http://www.shodor.org) provide preconfigured experiments. All you do is supply input parameters using a form-based interface. The experiment itself is a black box that you cannot manipulate or modify to answer "what if questions. Such rigidity is characteristic of most existing Web-based instructional systems. The Biology Workbench (http://biology.ncsa.uiuc.edu/BW/BW.cgi) provides a point-and-click interface for rapid access to biological databases and analysis tools. Also rigid in structure, it illustrates the need for customizable front ends. The key difference between these systems and CSLab is that the CSLab executable is a framework for creating various simulation experiments using available modules.

Answer the following questions:

1. What do they mean by " preconfigured experiments "?

2. What is the meaning of the term " rigidity "?

3. What is the key difference between these systems and CSLab?

Unit 3

I. Read and translate in written form text №1 using a dictionary if necessary. Pay attention to the notes.

TEXT №1

Consumer Privacy

Consumer privacy is another important issue. There are good and bad uses for the extensive personal data now online. For instance, companies can use this data to reduce search costs by notifying customers about merchandise they are likely to want based on their customer profiles. The information can also be sold to third parties. Neither of these situations is intrinsically undesirable, but given the amount of data now available, customers want — and should have — a say in how information will be used.

This issue's resolution is likely to be market-driven: If individual privacy remains a major consumer concern, e-commerce will not flourish as predicted. Organizations like a Trust, formed by the Electronic Freedom Foundation and CormmerceNet, are emerging to provide trust mechanisms that guarantee individual privacy. Companies or organizations participating in this program must display "trustmarks" describing how they handle the data of users visiting their sites. Categories of information exchange include anonymous or none, one-to-one (between the customer and site owner), and third party.

NOTES:

1. Leverage (n.) — средство, трансляционное отношение.

2. Proprietary (adj.) — патентованный, уникальный, собственный.

3. Interoperability (n.) — возможность взаимодействия.

II. Read and translate text №2 without a dictionary. Pay attention to the underlined grammar structure. Think of two problem questions.

TEXT №2

Leveraging Interoperability

These e-commerce pioneers give us a glimpse of the future. But even these state-of-the-art digital enterprises are not fully leveraging the Internet's power, says Tenenbaum. As long as they remain self-contained worlds, proprietary interfaces lock them in and prevent them from serving other marketplaces. Third parties cannot integrate these services into their operations to form a supply chain or build value-added services (such as quality assurance and referral) on top of them. To allow for this, the construction of e-commerce sites must fundamentally change. They must be openly accessible—by agents as well as by browsers—with a network services application programming interface facilitating the transfer of machine-readable information that other services can use.

CommerceNet is working with its members to promote such interoperability. It is developing an architecture called Eco System that will make existing languages and standards like HTML, Java, and CORBA (Common Object Request Broker Architecture) work together to transform the Internet int3 a global "object bus." [See the accompanying article, "Eco System: An Internet Commerce Architecture," p. 48.) ] CommerceNet is also

working with its members to create and populate prototype Internet markets like the ones for auto parts and the mall of malls in Japan.

Unit 4

I. Read and translate text №1 in written form using a dictionary if necessary.

1. II. Give a detailed answer to the questions:

2. Why are professional services considered to be the area of expanding job possibilities?

3. What is called WangCare?

4. What was the result of cooperation between North American Philips Consumer Electronics Corp. and Arthur Anderson and Co.?

Make up a short summary of the text (see pp.5-8).

ТЕХТ №1

Growth Area: Computer Services

One area of expanding job possibilities in the computer field is professional services. In the past, computer companies have emphasized the development and sale of their products. But now many businesses have already invested in computer systems, the focus has shifted to demonstrating new uses for them as well as working out specific business problems through computer applications. Many hardware and software companies believe that through personalized instruction, demonstrations, and applications analysis, they will sell more of their products. In addition, as businesses are becoming more sophisticated in the use of computers, they want systems that are designed for their own particular needs. Computer consultants are professionals who may work for the computer or software companies, meeting with customers to advise them on the use of their company's products; within a traditional business consulting firm; in special departments of large companies that use computers; or in independent firms that specialize in computer consulting.

In 1984 Wang Laboratories Inc. started a special computer services unit called WangCare. Consultants work on two- to three-day projects, helping Wang customers to select the right software for their needs, individually tailoring the hardware to fit the customers' applications, and installing and maintaining Wang systems. After a system is in place, WangCare consultants may return periodically to bring the system up to date, For these services WangCare receives about 12,000 to 3,000 for each initial project. Manager Donna L. Cheney expected total revenues to double in its third year of business.

IBM has been involved in the computer services area for thirty years, but lately this segment of its business is expanding dramatically. One division of the company. Federal Systems, employs 5,000 people. While Federal Systems did only government work until recently, today the division is moving into consulting for private businesses, including an extensive project for United Airlines, which will develop an improved computer reservation system.

Recently, North American Philips Consumer Electronics Corp. hired Arthur Andersen & Co., a Big Eight accounting firm that has begun working in the area of computer consulting, to sort out a number of problems in distribution, marketing, and management. Arthur Andersen set up a team of45 computer consultants to study Philips's operations. The consultants' task was to talk with distributors, salespeople, company executives, and customers in order to analyze problem areas and generate possible solutions. The total project cost to North American Philips was S5 million, and it lasted 18 months. The end result was a reorganization in the company's marketing department and a simplification of the ordering process. More importantly, though, the team designed a new computer system that set up a network of distributors, shippers, salespeople and manufacturers. While the cost of the project was high, Philips executives believe that it will result in a reduction of the business's overall operating costs.

Smaller firms involved in consulting are focusing on areas of industry in which they have specialized knowledge. Management Science America Inc., a software company in Atlanta, concentrates on developing systems for education and manufacturing, while Control Data Corp. consults mainly electric utilities and oil companies and Burroughs Corp. focuses its services on hospital systems.

As this area continues to grow, it will provide increasing opportunities for professionals working in a variety of settings—from computer and software companies, large and small, to consulting companies with broad or narrow focus.

Unit 5

1. Read and translate text №1 in written form using a dictionary if necessary.

ТЕХТ № 1

Visual Thinking

Professor BS Benzon of Rensselaer Polytechnic Institute of Troy, New York, theorizes that expressing ideas in a visual form is an aid to thinking. For this reason, Benzon believes that the Apple Macintosh is a highly significant development in microcomputing, as it makes expressing ideas visually easy, even for people with no artistic ability. Benzon points to highly creative mathematicians such as Einstein, whose ideas first took shape as visual images before he was even able to express them as words or in mathematical symbols, Benzon contends that in order to hold the image of an idea in mind while developing it, it is beneficial to create some kind of representation of it in the form of a model or drawing. This is what James Watson and Francis Crick did when they discovered the structure of DNA: They built a three-dimensional model of it in order to be able to both understand and work with their idea, as well as to demonstrate it to others. "Writing and drawing provide external support for thought" (p. 114), Ben2on contends. But while writing is relatively easy to learn, drawing and building three-dimensional structures are not. With its easily mastered graphics capabilities, Benzon says, the Macintosh can be a tool to facilitate thinking.

As an example of how images help us to think, Benzon cites the phenomenon psychologists call the gestalt switch, or moving back and forth from one interpretation of an image to another. At one moment a particular image looks like a white vase centered on a black background. In another glance, you see the silhouettes of two faces in profile looking at one another. According to Веnzon, images like these that convey an idea are similar to proverbs and fables, which of course are communicated verbally. But images are more difficult to pass on to others. And this is where the Macintosh comes in. By making visual expression almost as easy as writing, the computer and its software enable people to create images of their ideas, work with them, and pass them on to others in the form of printouts.

Benzon discusses the method of loci as an illustration of the fact that integrating visual and verbal information is important in thought processes. The method of loci is a system for remembering verbal material by visualizing it in a particular location. In ancient Greece, young people trained in public speaking used this technique of visualizing the ideas of the speech as situated in various parts of a particular place. The Greeks might have used a temple and pictured themselves walking around it to retrieve this idea from the first column on the left and that idea from the statue in the comer. On a memorized mental walk through the temple, the speaker goes from idea to idea, the images of each place in the temple activating each subsequent idea of the talk. In a sense, Benzon points out; this kind of memory-retrieval system works in a way that is similar to that of a computer. Whereas the computer assigns codes to information stored in memory, the human mind assigns a place to each piece of data. Both systems later use their own particular indexing system to retrieve stored information.

NOTES:

1. bar graph (n.) — столбчатая диаграмма. 

2. helix scan — винтовая развертка.

II. 
Read and translate text №2 orally without a dictionary, mind the notes. Summarize orally the main idea of the text.(see pp.5-8)

TEXT № 2

Bar Graphs

Today we use illustrations to make our ideas more understandable. Columns of numbers showing profits of a particular company over the last three decades are easier to grasp when presented as a bar graph. People studying grammar often draw diagrams of sentences, as an aid to understanding grammatical structure and the way sentence's various parts work together. More complex images, the double helix that Watson and Crick worked with, for example, while highly informative and useful in communicating concepts, are quite difficult for most people to draw. For this reason, many ideas that would be simple to grasp visually must be described verbally; a method that is ill suited to them.

The Macintosh allows users to access images that have already been drawn by others and to employ them in their own representations. Without any artistic skill whatsoever, Benzon points out, MacPaint can help users to create not only recognizable images of, say, a horse but also abstract images representing concepts. In addition, users can create completely new images to work with to help in the development of an idea or to pass it along to someone else. Benzon believes that in this way the Macintosh can be used as a tool for better, more productive thinking.

Unit 6

Read and translate text .№1 in written form using a dictionary if necessary.

ТЕХТ № 1

IBM's Personal System/2 Line

Choosing to buy IBM's Personal System/2 line is not merely a decision of hardware and software. It is a choice to follow IBM's connectivity philosophy for the future. IBM's announcements may force MIS managers to rethink the direction computing will take in their organi2ations during the next 20 years.

IBM's OS/2 environment introduced for its PS/2 line is part of a broader IBM software scenario that includes applications on hosts and mid-range systems and IBM System Application Architecture. OS/2 was designed as the workstation-level component of this scheme, with IBM's data base management, communications and end-user interface features reflected in offerings throughout the firm's product line ....

IBM's JPS/2 line is not just a personal computer, and OS/2 is not Just a personal computer operating system. Granted, these products provide multitasking, Intel Corp. 80286 protected mode, windows, high-resolution graphics and numerous other PC features, but IBM designed this principal PC product line to form an integral part of the firm's broader product scenario.

The extent to which the OS/2 operating environment is integrated into the full IBM scenario is striking. In particular, OS/2 Extended Edition, as a set of bundled capabilities, does not suppose a user may want to pick and choose his features; for the extra $470, you get connectivity to virtually the entire IBM product line, a commitment to an SQL-based relational data base management system (DMBS) and the core of an end-user interface that will ultimately provide transparent access to every facility of even' system in an IBM network. It is rather like a workstation integration Solution Pack, a comprehensive set of "load-and-go" features.

IBM obviously put a lot of planning into its latest move, whose origins can be traced to 1983, when IBM started putting together a global software infrastructure designed to form the core of its large end-user solutions well into the 21st century. Some of these capabilities have been implemented, some are due soon and some are still in IBM programming laboratories.

These capabilities include a complex of relational DMBS reflected in OS/2 Extended Edition's Database Manager; a multiformat communications environment reflected in OS/2 Extended Edition's Communications Manager; and a common end-user interface implemented in OS/2 under its Presentation Manager component. The whole of these capabilities will ultimately serve as the vehicle through which a user may access the full range of facilities available on all IBM systems in an IBM complex network.

II. Read and translate text №2 orally.

TEXT № 2

System Software

The end-user interface in OS/2 is based on Microsoft Windows. The interface is implemented in OS/2 Standard Edition as the Presentation Manager, with baseline windowing, pointing device and all-points-addressable graphics....

By now, we are getting close to the Big Blue concept of the Compound Electronic Document (CED). This futuristic concept enables end users to create, edit, store, communicate, receive and play back fully integrated documents incorporating data, text, graphics, image, voice and noncoded or scratch-mark information. As presented by IBM, CED manipulation would include routine data, text and graphics components with some new twists.

The first component of CED is image processing in the form of scanner-inputted material. This material could be expected to consist principally of paper documents that have been entered into an IBM database and then called up by the workstation user to incorporate a copy of one or more images into a compound document.

The second component is scratch-mark data manipulation. Ibis element allows the possibility of being able to electronically sign a document with a light pen or comparable pointing device, thereby removing the necessity for a separate hard copy of a document in applications in which a personal signature is required

The principle is simple: IBM wants to create a common user environment in which access to systems for business applications and programming can be performed regardless of the actual IBM hardware and software that the user is utilizing

III. Answer the following questions:

1 What can you say about me Compound Electronic Document? 2. What is the main aim of IBM?

Unit?

Read and translate text №1 in written form using a dictionary if necessary.

TEXT № I

A New Program Allows Many Popular 
Word Processors to 'Talk' to One Another.

The ability to transfer data from 5 1/4-inch to 3 1/2-inch disks and vice versa is becoming an important consideration as sales of laptops and IBM PS/2 computers increase. There are various ways to perform this time-consuming nuisance task. One software package specially designed for the purpose. The Brooklyn Bridge from White Crane Systems of Norcross, Ga., was covered in last week's column. But transferring data to and from disks of different sizes is only half the battle. Increasingly, it is also necessary to translate files, particularly those created through word processing programs, from the format of one program to that of another. Data stored in, say, a WordStar file suddenly needs to be "written" in WordPerfect. This poses a much more complex problem.

Word processing files are essentially composed of two parts: the text itself, and the formatting commands, the instructions that produce such aspects as boldface type, paragraph indentations, centered page numbers and so on. Because of these formatting elements, converting a file from one program to another has always been a tedious task at best,

Word Processing and Application Software

One way to translate from one word processing program to another was to strip a file of its formatting commands and then to feed the remaining text via ASCII code, which most word processing programs can deal with, to the new word processing program. Then the material would have to be reformatted manually, with the paragraph breaks, page numbers and underlining being reinserted via the keyboard. In the case of tabular material such as tables and lists, however, adding the new formatting commands often would take longer than simply retyping all of the data.

Another solution was to send the disks out to a service bureau specializing in file translations. However, this solution, besides being expensive, was a service of which average individuals could not readily avail themselves.

Enter the conversion utilities, programs that translate files from one program to another. Software publishers are beginning to realize that very few people can be persuaded to buy a new and different word processor—no matter how superior it may be to their current program—unless they will be able to take their previously entered files with them. So, a few publishers have begun to include conversion utilities in their word processing packages.

Personally, I would have preferred the use of the more commonly used Enter key for that purpose, but that's a minor point. Next, the word processor to which the files are to be converted, let's say WordStar, is located on the menu. That selection is made by pressing the right arrow key. Finally, the drive to which the translation is to be sent is indicated before one returns to the main menu.

Word Processing and Application Software

To translate a number of documents, say half a dozen of my columns, one queues them one at a time from the directory of the disk on which they are stored. The program permits the queuing of 99 documents, which would seem a sufficient number for anyone's purposes.

However, at one point in the course of testing Software Bridge, I looked through a directory of some 300 files only to discover that most of them were missing. It was definitely time to push the panic button!

As it turned out, the files had not been destroyed. Software Bridge's directory function simply cannot show more than 100 file names at a time. An explicit warning concerning this limitation stated in the manual might help to avert heart attacks among users like me who work with very large directories. Once all the files to be translated have been designated, the Fl key initiates their actual conversion. To convert this column from Word Perfect to Word Star took a little over a minute. Such speed won't exactly set the world on fire. But the conversion was, as I was pleased to discover, free of errors. And it certainly beats re-entry.

II. Read and translate text №2 orally without a dictionary. Make up a two-sentence annotation. ( see p. 5)

TEXT № 2

The Four-disk Software Bridge

Considering its sophisticated nature, the four-disk Software Bridge is surprisingly easy to use. Someone familiar with word processing will be able to learn the basics fairly quickly. Some of the more intricate features, such as the Edit Character Filter, might take some getting used to. But with the help of the manual, which is reasonably clear, the average user will be able to master them,

In case you're wondering, the Edit Character Filter permits one to replace a character or string characters in the document that is going through the translation process. I have not yet had to use this particular feature, but I suppose if a certain word processor cannot produce, for example, the British pound sign while another can, it could be useful.

Putting Software Bridge into use is a straightforward matter. In the case of a computer equipped with a hard disk, one simply types in "SB" to call up the main menu. From there one proceeds to the setup menu and designates the word processor from which a file or files are to be translated, manipulating the up and down arrow keys until the desired name, say Word Perfect, is highlighted. The left arrow key activates the selection.

NOTES:

1. intricate (adj.) — сложный.

2. to highlight (v.) — подсвечивать.

Unit 8

I. Read and translate text №1 in written form using a dictionary if necessary.

ТЕХТ № 1

Pitfalls to Avoid in Implementing a LAN

Today many offices are installing local area networks so that PC users can share software, databases, and communications facilities. Usually, the office starts by implementing a PC for word processing or spreadsheet applications. Then, perhaps a year later, a second PC is acquired to store a central database of records. Eventually, other users requiring access to these same records acquire PC's but find they have to duplicate the entire data base on their workstations in order to have access to the data they need. It becomes readily apparent that duplicating the central database becomes unworkable, especially if these data have to be constantly updated. Making sure that all of the databases are up-to-date becomes virtually impossible. Soon the office looks toward implementing a local area network.

With a local area network, all of the PC's in the office can be linked together, making it possible to share a central data base located on the workstation that serves as a central file server. Sharing of software, spreadsheets, and documents on the network is also possible. However, users that have begun to implement such networks have experienced some pitfalls. A number of issues must be addressed by thorough planning to make sure that the network is successful.

A local area network creates a multi-user environment, even though most of the applications on the PC's are written for single-user systems. Each workstation on the network may currently have data base management software that is used to access records and to generate reports from the database- However, just because an application runs on a single workstation on the network doesn't mean that it can run on the entire network and be used by all of its workstations. Network versions of word processing, database, and other application software packages must be purchased for me network.

Another problem can occur when more than one user tries to access and update the same data file on the file server simultaneously. The network operating systems should provide utilities for file and record locking, so that the first user can successfully update a record in the database before the second user is given access to this record. Network operating systems and network data base software must be specifically written for the network.

Network access to databases places increasing demands on the file server, the hard disk system that holds common applications and data bases shared by the users. As a result, one workstation with a hard disk system should be used as a dedicated file server for the network. This means that the file server should not be used as a workstation when the network is running or else severe performance problems can occur.

NOTES:

1. a pitfall (n.) — западня, ловушка
2. Spreadsheet (applications) (n.) — табличные приложения
II. Answer the questions and make up a close oral summary of the text:

1. What can you say about using spreadsheet applications?

2. What are the pitfalls that users implementing such networks have experienced? 

3. What problem can occur when more than one user tries to access the same data file on the data server simultaneously?

III. Read and translate text №2 without a dictionary.

TEXT № 2

LAN

The personnel cost for system administration is often overlooked. A system administrator should be responsible for user administration, training, backup and support. Protecting the security of shared databases on the file server is another important responsibility. A secretary can't be expected to handle these responsibilities in her spare time.

A LAN may include workstations, a hard disk system, a tape backup unit, software, and printers. Each of these devices must be compatible with each other. When configuring a LAN planning should be done to determine what applications need to be supported. Do the users want to share a common database, to share software, or to share a printer? Do users want to use the central network system as a gateway to external data bases housed on branch minicomputers or mainframes? Does the system provide control over data security? Can the LAN be interfaced to other departmental LAN's within the organization for file transfer and for electronic mail purposes?

Planning to implement a successful local area network requires an understanding of user requirements, technical knowledge, and personnel administration.

Unit 9

I. 
Read and translate text №1 in written form using a dictionary if necessary. While translating, pay your attention to: the passive voice and prepositive determinates. Make up a close summary of the text.

ТЕХТ № 1

State of the Art and Trends

In early 1986, frame-buffer designs are characterized by (a) use of video RAM chips, (b) a variety of single-chip display processors available, and (c) integration of the video buffer, video lookup table, and digital-to-analog converter on a single chip. These products are designed for workstations used in office and computer-aided-design applications, which have up to 8 Mbit frame-buffer memories and require only modest update rates. Increasing integration of frame-buffer components onto single chips drives the cost of these displays down.

For frame buffers that require extremely high update rates, special-purpose processors are increasingly used. As image-processing techniques' are increasingly integrated with geometric graphics algorithms, updates are computed by digital signal-processors, either singly, in pipelines, or in arrays. As processing power increases, more update functions become feasible, such as antialiasing, wide lines, and pixel resembling that allows image copying with arbitrary scaling and rotation.

A number of challenges remain for frame-buffer designers. Surprisingly, no one has yet built a very large frame buffer (e.g. 20,000 x 20,000 pixels) that can be used to roam around a large image. Such a display might prove valuable in VLSI design, mapping, image interpretation, and graphic arts applications.

An open problem is how best to implement window-management systems, using a combination of hardware and software. Ideally, each application in a multiprocess computing environment has access to a complete frame buffer or to a simulation of one. The mapping from what the application deems a frame buffer to possibly overlapping windows on one or more display screens is the job of the window-management system. Individual frame buffers combined by the video generator, as in Wilkes et al (1984), can handle only a limited number of windows. One can imagine a memory-mapping scheme that would give the appearance of a separate frame buffer in each application's memory space, but in reality would be mapped to a single frame buffer. Appropriate protection would be required to prevent one application from interfering with another, and some means must be provided to inform each application about the current size of its frame buffer (window), which might change as windows are moved.

NOTES:

1. singly (adv.) — единично, однократно.

2. antialiasing (n.) — сглаживание.

3. to deem (v.) — запрещать, блокировать,

Unit 10

I. Read and translate text №1 in written form using a dictionary if necessary. Mind the grammar.

ТЕХТ № 1

Parallel Programming

Widespread use of distributed-memory multicomputers has been hindered by the difficulty of programming such machines. Users must write message-passing programs that deal with separate address spaces, communication, and synchronization. Parallelizing compilers provide the programmer with a global address space, numerous optimizing program transformations, and data distribution strategies to simplify this task. Unfortunately, all strategic parallelization decisions are currently left to the user. Many programmers instrument (frequently done by manually inserting write statements), compile, and execute their code to evaluate the potential performance gains or losses of their parallel programs. The use of runtime monitors automates instrumentation and runtime collection of performance data. However, runtime monitors still require the user to execute the parallel program, thus taking excessive time to arrive at the performance results.

Other problems, such as perturbation of the program's behavior and generation of vast seas of (mostly useless) data that require a performance expert to interpret, make performance analysis a tedious, error-prone, and time-consuming task. Performance prediction tools can significantly expedite this task by providing fast and accurate information to guide the programmer toward efficient data distribution strategies and/or profitable program transformations that will increase performance.

The last few years have seen considerable research activity in performance prediction for parallel programs. For example, V. Sarkar estimates the runtime of parallel programs at compile time using execution profile information. This approach targets single-assignment languages, which simplifies analysis significantly. V. Balasundaram et al introduced a performance estimator to evaluate different data partitioning strategies by using premeasured kernel codes. They achieved good results for the loosely synchronous programming model. K.Y. Wang characterizes parallel programs by an analytical performance model that uses symbolic analysis to obtain runtime information.

NOTES:

1. tedious (adj.) — скучный, утомительный.

2. kernel (code) (n.) — код ядер.

3. to validate (v.) — делать достоверным.

II. Make up 5 key questions. III. Sum up the main information (see p. 5).

TEXT № 2

Dynamic Behavior or Parallel Programs

Although petri nets," queueingnetworks, and Markov chains can be valuable in understanding the dynamic behavior of parallel programs, the associated analysis costs in terms of both runtime and memory requirements prohibit their use in compilers. F.

Hertleb and V. Mertsiotakis derive upper and lower execution time bounds for parallel programs with the aim of tuning implementation and mapping alternatives. In their scheme, parallel programs are modeled as a stochastic graph, and random variables are used to describe the runtime behavior of a specific processor. Most of the above approaches have serious drawbacks. Some, for example, apply only to programs that can be modeled as multiple nested loops with constant loop bounds, no procedure calls, and no conditional statements. Others are too expensive in terms of runtime and memory requirements. Purely theoretic approaches are difficult to validate against actual program behavior on real architectures.

Unit 11

I. Read and translate text №1 in written form using a dictionary if necessary.

ТЕХТ № 1

Chapter 1: Introduction to Computer Graphics Systems.

This book concerns itself with recent hardware developments and the impact these developments have on the discipline of computer-generated graphics. Here then, is a brief introduction to graphics system architectures.

Computer graphics had its start with X-Y plotters. The technology was soon extended to include calligraphic (linedrawing) CRT systems based on refresh-vector hardware and, at a later date, direct-view storage tubes followed by higher performance refresh-vector systems.

Meanwhile, a separate image processing technology had been following its own evolutionary path. Instead of dealing with lines and points randomly positioned anywhere on the display surface, image processing was based on a rectangular array of picture elements or pixels. Digital information defining the state of each pixel was stored in a random-access memory and was used to generate a television-type, raster-scan CRT display in monochrome or full color.

The division between vector graphic (also known as calligraphic) computer graphics and raster-scan image processing has now been bridged by the raster display technology. Low-cost memories have made it economically feasible to assemble high-resolution, fine-detail raster images that all but eliminate the objectionable stair stepping of vector graphic lines when displayed on earlier raster-CRT screens. The ability to fill areas with solid color (and shading) makes raster-CRT screens useful in certain applications. The result is raster scan graphics, which combines the full-color, pixel-by-pixel control potentials of image processing and the line-drawing capabilities of vector graphics in a single display system.

Unfortunately, the move from calligraphic to raster displays has brought new problems. For calligraphic, only the endpoint coordinates of lines needed to be stored, so memory requirements were held to a minimum. Refresh-vector writing speed made it possible to animate the display and to create interactive systems that allowed the operator to control the display in real-time through such input devices as light pens, joysticks, and digitizer tablets. Again, however, only the endpoints needed to be recalculated with each refresh cycle, minimizing the need for high-speed computational capabilities,

However, in raster-scan graphics, each pixel must be computed explicitly. To generate a raster of image, millions of pixels must be computed. The proper value at each pixel is a function of the database (the simulated environment), the viewing position and orientation of the simulated viewer, and the location(s) of the light source(s) in the simulated environment. A long-standing goal of researchers in computer graphics systems has been the development of real-time three-dimensional modeling systems. These systems, which produce a realistic image of a simulated three dimensional environment. have a wide variety of potential uses, from flight simulators for pilot training to interactive computer-aided design (CAD) systems. The most sophisticated of these systems produce, in real-time, images of startling reality.

II. Answer the questions:

1. Say a few words about Computer Graphics early history -

2. What is the raster display technology ?

3. What are the new problems brought by the move from calligraphic to raster displays?

III. Make up a close summary of text №!( see p.5 ).

IV. Read and translate text №2 orally without a dictionary.

TEXT № 2

Functional Model of Computer Graphics Systems

A graphics system can be regarded as an implementation of a sequence of processes that transforms pictorial information into a perceptible form and presents it as an image on a graphics display device. Along the sequence a number of operations may be performed. This sequence of operations can be organized and abstracted into a functional model of a computer graphics system [CARL80, FOLE82].

The functional model consists of a sequence of logical processors (also known as the display pipeline) operating on the representations of the scene (see Figure I.I). A logical processor in the functional model corresponds to one or more physical processors, and two logical processors in the model may share a physical processor. Similarly, representations may exist in one or more different memories.

NOTES:

1. feasible (adj,) — допустимый, возможный.

2. explicity (n.) — формальный, четкий.

3. perceptible (adj.) — заметный, ощутимый-

Chapter 2

In this chapter you will gain practice in reading, understanding and oral translating the computer language in context. Before starting to work on this chapter read the recommendations and advice on pp 4-5 very attentively.

Unit 1.

I. Read and translate the text orally at sight.

Optical Computers.

"You can stilt say it's impractical, but you can't say it's impossible anymore." Alan Huang, head of a year-old research effort at AT&T Bell Laboratories, is talking about his passion: optical computers. The idea of building blindingly fast machines that compute with light pulses instead of electrical signals has been controversial for two decades — and the prevailing view is still one of skepticism.

Codes and Bombs The reason for the excitement is that optical computers promise speeds thousands, even millions of times faster than today's speediest supercomputers. The most optimistic estimate for the switching time of familiar silicon transistors is $0 picoseconds, or close to a trillion switches a second. But a conventional supercomputer will probably never run that fast. Since electrons travel through copper wires at only a fraction of the speed of light, the system has to wait for signals to arrive from other chips. Bell Labs thinks it already has an idea of how to make optical transistors with switching times as fast as 50 femtoseconds, or quadrillionths of a second, and 1 femtosecond is the ultimate goal. And light rips through optical fibers at sirsost the speed of light.

At such fantastic speeds, computers could open the doors to new scientific insights that would give users a commanding edge in engineering everything from new materials to aircraft that would fly circles around existing planes. These computers could be crucial to cracking now-unbreakable codes and designing superior nuclear weapons —the purpose for which supercomputers were originally conceived. And they could be the cornerstone of President Reagan's Star Wars missile Optical computers, says Air Force Lieutenant Colonel David R. Audley, program manager for battle management systems at the Strategic Defense Initiative, "could revolutionize the way we think about computing, much as the semiconductor chip revolutionized electronics 30 years ago."

П. Try to summarize the main idea (see pp. 5-8 ).

NOTES:

1. Blind (ingly) (adj/adv) — слепой, слепо; (v) блокировать данные.

Unit 2

I. Read and translate the text orally at sight.

Systems are never deliberately designed to fail, but sometimes it seems as though they were. Instead of experiencing the anticipated boons of efficiency, costs savings, and new potential that the system was designed to offer, the organization loses hundreds of thousands of dollars invested in system development and hardware. One way to make this happen is to keep the users from understanding the system, and thus make them resist it.

Take the actual case of a new word-processing system installed at the headquarters of a Fortune-500 corporation. User training about the purpose of the system - - and the career futures of the users — was conducted primarily by rumor. When the system was introduced, secretaries feared that it would eventually put an end to their jobs. This was wrong: The system was meant to produce only a single change in their jobs — it automated their repetitive typing chores.

Some of the secretaries were chosen to learn to operate the new system and asked to report to the corporation's Word Processing Center The secretaries who stayed in the offices were unsure exactly what they were supposed to do. They opened and routed mail, answered the phones, filed documents, and scheduled appointments. But without typewriters — or typing — they suspected that it was time to update their resumes and look for new jobs; they felt sure that their present jobs would soon be eliminated. Accordingly, some secretaries found new jobs and left the corporation. Others actually smuggled in their own typewriters and began typing for their bosses as they had in the past.

As for the managers, there was no way they could regard the new system as an improvement. Instead of having an individual secretary, several managers now had to share one among them. And getting something typed required the cumbersome extra step of routing it to and from the Word Processing Center.

Was the system benefiting the secretaries who now worked full time in the Word Processing Center? Hardly: Without any administrative tasks to do, they felt they were in a slightly glorified typing pool. They hated having to type all day. Removed from direct interaction with managers, they felt they were also removed from the functioning of the organization.

In other words, the system not only failed to please everyone; it failed to please anyone. After six months of this all-around agony, the system was cropped The hardware was discarded; the Word Processing Center closed down, and those secretaries who remained were returned to their old jobs and old duties. All the time and money invested in designing the new system and trying to make it work were lost. Moreover, even returning to the old setup involved the expense of hiring and training new people to replace those who had left in despair,

II. Try to summarize the main idea ( see pp. 5-8). 

NOTES:

1. deliberately (adv.) — намеренно.

2. anticipated (p.p.) - ожидаемые преимущества.

3. chore (n.) — повседневная работа.

4. routed (p.p.) (mail.) — маршрутизация сообщений E-mail
5. to smuggle (v.) — делать что-либо тайком (контрабандой)

6. cumbersome (adj.) — громоздкий, затруднительный.

7. to scrap (v.) — ломать, разламывать, превращать в обломки.

Unit 3

I. Read and translate the text orally at sight.

If the word-processing revolution threatens to render you obsolete do not despair. If you can speak, you may yet survive, thanks to James and Janet Baker, proprietors of Dragon Systems Inc., a small software-research firm in Newton, Massachusetts.

This husband-and-wife enterprise aims to introduce the first natural language speech-recognition package for a personal computer. If they succeed, you will be able to simply dictate to your computer and watch your words appear magically on the screen.

Most speech-recognition researchers say this is at least five years away, if not 10. But according to Janet, Dragon's president, a speech-transcription program with a vocabulary of at least 10,000 words will lit the market by year's end. The entire package — desktop computer, modifications, and software — will cost $ 10,000 to $15,000. The system will be limited, requiring the speaker to pause after each word. But it will still be faster than writing in longhand.

Starting out in biophysics, Janet became interested in how biological systems process information. "While knowledge of how humans or other organisms receive or send signals is pretty low," she says, "we do not dismiss the potential of that knowledge. And we have profited by incorporating some of those ideas." For example, research on how neurons in the ear process sound signals has led to more effective speech-recognition systems.

James says that teaching a computer to take dictation is an enormous computational task. "You need knowledge of the language, of the syntactic structure of sentences, of semantics, and of the way things fit into paragraphs. We try to do all those things efficiently on a PC." Emphasis on computational efficiency sets the Bakers apart. While some private and university research teams have developed experimental speech-recognition systems beyond the capabilities of Dragon's, those systems also require hundreds of thousands of dollars' worth of hardware.

Researchers in speech recognition tend to favor one methodology or another. The Bakers refuse to commit Dragon to any one approach. "We're willing to try virtually anything." Janet says. "We are consciously integrating ideas of all kinds." This open-mindedness. she adds, has been a major factor in the company's success — it has been

profitable from the start.)

Perhaps the key to Dragon's future is the Bakers' firm belief that speech recognition can really work. "We don't want our technology sitting around as a laboratory curiosity," says Janet. "We want to get it out where people can actually use it."

NOTES:

1. to render you obsolete (v.) — оставить кого-то позади.

2. to hit (v.) — ударять, поражать, попадать в цель.

3. to dismiss (v.) — отпускать, распускать, удалять.

Unit 4

I. Read and translate the text orally at sight.

Few of us really enjoy performing software maintenance. Just as "I don't do windows" became an infamous cry of housekeepers everywhere, software maintenance tops the list of programmers' least favorite duties. But with an increasing supply of products requiring corrective changes, modifications and enhancements to keep up with user demands and tight budgets, software maintenance is not going to go away.

The statistics are staggering: 50% of MIS/DP budgets are said to be allocated to software maintenance every year. Programmers reportedly spend 50% and, in some cases, 80% of their time on ongoing maintenance. Software maintenance is said to be a multibillion-dollar industry. Industry watchers contend that more than $30 billion is spent annually worldwide on maintenance. The U.S. alone spends more than $10 billion annually.

Recent work at MIT indicates that for every dollar invested in new system development, an additional $9 must be earmarked for maintenance during the system's life cycle....

The keys to increasing productivity in almost any endeavor are the "three Ts" — techniques, tools and training. The three Ts are required for increasing programmer and manager productivity in both development and maintenance.

A collection of maintenance programming and management techniques is the essential base for increasing software maintenance productivity. The techniques can either be generic, such as problem-solving procedures, or be internal to the program or consist of external documentation. Some techniques can be specific to a particular software package or a programming language. A company should also put forth its own techniques for the effective use of software tools in a maintenance environment.

Without ongoing formal training of both programmers and managers in the use of maintenance techniques and tools, a company cannot achieve improvements in maintenance productivity. However, all the technological tools and fixes in the world won't help your organization's software if the people performing the function don't know how to use them. Believe it or not, not many MIS/DP professionals are formally trained for a job that accounts for more than one-half of their job responsibilities—that of software maintenance!

This situation must change. The mass education of MIS/DP professionals in software maintenance is in order. Education and training can tie together the materials on maintenance technologies and tools and prepare professionals for performing the vital function of maintenance.

Professionals may pursue specialized training when appropriate. Also, general maintenance training should be ongoing. Companies need to develop education and training materials-

The programming profession is very demanding but at the same time exciting and sometimes frustrating. While meeting day-to-day demands— some requiring overtime—it is very difficult to think of anything else. But MIS/DP professionals should take some time off occasionally and try to look at their professional and personal goals- Some self-analysis can be revealing. Also, set up your own productivity improvement program. Such a self-improvement program can include studying articles and reading selected professional books regularly.

NOTES:

1. enhancement (n.) — расширение, улучшение.

2. earmark (v.)—ассигновать, выделять.

3. endearor (v.) — пытаться, прилагать усилия.

Unit 5

I. Read and translate the text orally at sight.

Newest Cars Will Even "Learn" from Experience

A new generation of elevator technology is working its way into the world's office buildings, bringing with it a promise that many New Yorkers will find irresistible: the savings of dozens of wasted seconds each day.

The result is, in effect, a thinking elevator—a hybrid of programmable computer chips and high-technology sensors. Advanced versions will appear in new skyscrapers this year and next, and in many existing buildings the technologies are being grafted onto old cars and motors.

Elevator designers hope to save either passengers' waiting time or, by carrying more people with less equipment, building owners' money. Clever programming alone—apart from increases in elevator speed—can serve as many as 1,500 people an hour with elevators that formerly reached their limit at 1,000.

The smart elevator will sense not only how many people are riding but also how many are waiting at each floor. In buildings with just one or two elevators, the microprocessor has little to add, but where banks of multiple elevators handle heavy, complex traffic, the computer comes into its own. Using techniques borrowed from game theory, it makes rapid choices, sending cars to where they can do the most good, considering the system as a whole. The next leap forward will be learning ability, enabling elevators actually to anticipate riding patterns.

The idea is to stamp out the various bug-bears of elevator traffic. There is the phantom pickup, for example — the door of car number two opens to greet a rider who is no longer there, having just boarded car number one. There is car bunching —elevators all heading upward in packs around the 20th floor while impatient crowds wait at the lobby.

"In today's world an elevator systems gets overloaded and overpopulated, and the elevators tend to bunch together" even when passengers are distributed more or evenly, said William S. Lewis of Jaros, Ваши & Bolles, a consulting engineering firm in New York. Any system with many imperfectly coordinated moving parts can fall into an undesirable pattern. To overcome that. the computer has to overrule the tendency of every car to try to answer the nearest call.

In the past, when elevators were controlled by relays, simple electromagnetic switches, complex logic was impossible, and individual cars were mostly on their own. Now the computer lets elevators look at one another and adjust to changing

circumstances.

"It can say, 'Skip these calls and run express to the lobby, even though someone is going to wait longer,'" Mr. Lewis said. "That gets to be a very esoteric algorithm."

NOTES:

1. irresistible (adj.) - непреодолимый.

2. to graft (v.) — прививать, переносить.

3. to stamp out (v.)—подавлять.

4. (car) bunching (n.) — скопление, столпотворение, затор.

Unit 6

I. Read and translate the text orally at sight.

I started six years ago to look into distributed control of consumer electronics devices. It was not an academic research project studying programming languages: Doing language research was actively an antigoal. For the first three years, I worked on the language and the runtime, and everybody else in the group worked on a variety of different prototype applications, the things that were really the heart of the project. So the drive for changes came from the people who were actually using it and saying "do this do this, do this."

Probably the most important thing I learned in talking to the folks building TVs and VCRs was that their priorities were quite different from ours in the computer industry. Whereas five years ago our mantra was compatibility, the consumer electronics industry considered secure networking, portability, and cost far more important. And when compatibility did become an issue, they limited notions of compatibility to well-defined interfaces— unlike the computer industry where the most ubiquitous interface around. namely DOS, is full of secret back doors that make life extremely difficult. One interesting phenomenon that has occurred over the past five years is that consumer electronics concerns have become mainstream software concerns as the market for software in the home has grown.

The buzzwords that have been applied to Java derive directly from this context. In the consumer electronics world, you connect your VCR to a television, your telephone to a network. And the consumer electronics industry wants to make these kinds of networked appliances even more pervasive. Architecture neutrality is another issue. In the consumer electronics business, there are dozens of different CPU types and good reasons for all of them in their individual contexts. But developing software for a dozen different platforms just doesn't scale, and it was this desire for architecture neutrality that broke the C++ mold — not so much C++ the language, but the standard way people built C++ compilers.

NOTES:

1. ubiquitous (adj.) — распространенный.

2. buzzwords (n.)  — термины.

3. pervasive (adj.) — всепроникающий, всеобъемлющий.

4. mold (n.) — форма, шаблон.

Unit 7

I. Read and translate the text orally at sight.

Over the past several years the University of Minnesota, in conjunction with the Institute for Mathematics and its Applications (IMA), has developed programs in industrial mathematics (both undergraduate and graduate) with strong links to local industries. The IMA has had a program of two-year industrial postdoctoral positions, with about four in residence each year. The duties of these postdocs include intemship in an industrial setting, working under a specific mentor on specific problems, as well as participation in the regular IMA program. This relationship has deepened ties between the IMA and industry, as well as brought important problems from industry into the fabric of the regular program. These have been featured in a biweekly seminar in industrial mathematics, presented largely by these postdocs and their mentors. The success of this interaction led, last year, to the creation at the University of Minnesota of the Minnesota Center for Industrial Mathematics (MCIM), which now oversees all aspects of the involvement of academic mathematics in the industrial setting at Minnesota.

One of the central concerns of the MCIM is to see this successful interaction broadened so as Avner Friedman is director of the Institute of Mathematics and its Applications (IMA) and the Minnesota Center for Industrial Mathematics (MCIM). He is also professor of mathematics at the University of Minnesota.

Fadil Santosa is associate director for the Minnesota Center of Industrial Mathematics (MCIM) and professor of mathematics at the University of Minnesota. His aim is to include many universities which have developed, or which have interest in similar programs. Thus, one of its first projects was to sponsor this workshop. It brought together over fifty mathematics faculty from such universities and industry researchers who have been working together with mathematics faculty and students. The goals of the workshop were:

1) To gain better understanding of the opportunities in industry for students who wish to pursue careers in industry.

2) To develop a document explaining to departments that wish to consider a graduate program in industrial mathematics what steps need to be taken.

The publication of the National Research Council report "Graduate Education in Science and Engineering" in the fall of 1995 recommended, among other things, the broadening of the intellectual content of the Ph.D. by introducing more interdisciplinary courses and an increase in the diversity of skills acquired during this training by adding a minor to the course of study. These objectives were also perceived In a "Workshop on graduate Student and Postdoctoral Education and Training" (www.nsf.gov/mps/workshop. htm), sponsored by the NSF Directorate for Mathematical and Physical Sciences, which also suggested increased use of off campus intemships and other real-world experiences The concept of industrial mathematics is not new.

II. Answer the questions:

1. What can you say about postdoctoral programs?

2. What is the central concern of the MCSM ?

3. What are the goals of the workshop?

Unit 8

I. Read and translate the text orally at sight.

This project is challenging from a technical perspective because information technology is moving so fast that there's seldom time for even de facto standards to emerge. Instead, we must deal with de facto interoperation — making incompatible products already in the marketplace communicate. Our philosophy is simple: Protocols, formats, and the like should not hinder business.

The success of this process clearly depends on market leaders in each area participating actively on their respective task forces. Admittedly, in past battles for market dominance (such as in operating systems and desktop PCs), it was difficult to ing leading players to the table. For robust Internet commerce, however, interoperability is so fundamental that we have to turn the concept of openness on its head - it's not Just publishing an API. Everyone's software has to work together because no angle company can control what platform its customers will use.

OVERVIEW

As proposed, Eco System will consist of an extensible object-oriented framework class libraries, application programming interfaces, and shared services) from which developers can assemble applications quickly from existing components. These applications could subsequently be reused in other applications.

We are also developing a Common Business Language (CBL) that lets application agents communicate using messages and objects that model communications in the real business world. A network services architecture (protocols, APIs, and data formats) will insulate application agents from each other and from platform dependencies, while facilitating their interoperation.

NOTES:

1. to challenge (v.) — 1) следовать из, вытекать 2) вызывать. 

2. to emerge (v.) — проявляться, возникать. 

3. to hinder (v.) — мешать, препятствовать, служить помехой, 

4. robust (adj.) — надежный, живучий.

II. Make up 5 problem questions to cover the information.

CHAPTER 3

In this chapter you will gain practice in summarizing and annotating the original professional texts. Before starting to work on this chapter read the recommendations and advice on pp.5-8 very attentively.

Unit 1

Statistical Versus Knowledge-based Machine Translation

The problem of translating between languages is both ancient, illustrated by the Tower of Babel in biblical times, and widespread, with over 1,000 different languages in use today. Researchers have been working on machine translation of languages for almost 50 years. While there have been some successes and a few commercial systems, high-quality, fully automatic machine translation remains an elusive goal. Not surprisingly, there is some disagreement about how best to proceed. On one side, researchers working on knowledge-based approaches argue that to obtain high-quality translation requires considerable linguistic knowledge and large knowledge bases. On the other side, researchers working on statistical approaches argue that it is impractical to build large enough knowledge bases to make this feasible, but large corpora of translated text do exist that can be used to train a statistics-based system. In the middle are the hybrid approaches that attempt to combine the strengths of these approaches. 

Machine translation: a hybrid view.

After only 35 years of effective machine translation R&D, I feel about its condition somewhat the way Мао Tse-Tung is said to have felt about the significance of the French Revolution after nearly 200 years: it's too early to tell. The broad facts are apparent to anyone who reads the newspapers, and are therefore a potentially inconsistent set: MT works, in the sense that everyday MT systems at the Federal Translation Division in Dayton, Ohio, and at the European Commission in Luxembourg produce fully automatic translations that many people use with apparent benefit. Moreover, more than 6,000 MT systems have been sold in Japan alone. But, the failure of intellectual breakthroughs to produce indisputably high-quality, fully automatic MT is also apparent, which has led some to say it is impossible, a claim inconsistent with the first observations.

These simple statements could have been made 10 years ago. What has changed since then is twofold: first, the irruption into MT of a range of techniques from speech research, pioneered by IBM Laboratories, that claimed the way out of the deadlock was empirical, in particular statistical, methods that took as data very large text corpora.

With these techniques, ШМ argued that high-quality MT would be possible without recourse to linguistics, artificial intelligence, or even foreign language speakers. It was not a new claim, for King had made it in the fifties, but IBM reapplied speech algorithms (in particular, hidden Markov models) to execute the program.

The second response, one championed at the time by Martin Kay, was to argue that no theory, linguistic or otherwise, would deliver MT in the foreseeable future. So, the escape from the very same deadlock was to move to machine-assisted MT, which then spawned a score of systems, many now available, that would help users create a translation but that involved, or required, no large claims about automatic MT.

Both developments agreed that linguistic theory was not going to deliver a solution, nor was artificial intelligence. AI had argued since the mid-seventies that knowledge-based systems were the key to MT, as to everything else. They had failed, however, to deliver knowledge bases of sufficient size, and had left us with only plausible examples, as in "The soldiers fired at the women and I saw several fall," where we understand that the "several" is the women — not because of any linguistic selection rules or statistical regularities, but because of our knowledge of how the world works. But the knowledge banks did not appear. Doug Lenat with the CYC project at the Microelectronics and Computer Technology Corp. (MCC) is building a large formal-knowledge base, as is Sergei Nirenburg at New Mexico State University (NMSU), with an ontology of conceptual facts. However, these have not yet been brought info contact with large-scale problems, which -was why some people took the statistical claims seriously.

Linguistics was in a far worse position than AI to weather the statistical onslaught'. Noam Chomsky's only argument against early statistical claims was that "I saw a triangular whale" was enormously improbable, as a sentence, but nevertheless well formed. For some reason no one can now remember, arguments of that quality succeeded in repressing empirical methods for 30 years, which explains in part why IBM's pioneering claims were a little like the fall of an intellectual Berlin Wall.

AI researchers who were hostile to linguistics, myself included, perhaps should have been more positive about the IBM claims when they emerged: some of us had espoused symbolic theories of language that rested on quantifiable notions of the coherence or preference of linguistic items for each other. So, perhaps the statistical view was simply offering a data-gathering method for what we had claimed all along?

But IBM, and its imitators, did better than many expected. Its researchers could produce 50-plus percent of correctly translated sentences from unseen sentences in a trained corpus. To many onlookers that was a striking achievement. But they could not regularly beat Systran, the oldest and tiredest piece of MT software, the one that produces the daily translations at Dayton and Luxembourg.

The IBM researchers then backed away and began to argue that, even if they did need linguistic/AI information of a classic type to improve MT performance (such as lexicons, grammar rule sets, and morphologies), these too could be produced by empirical data-gathering methods and not intuition. In that, they were surely right. That fact constitutes my main argument for the future of hybrid systems for MT, ones that optimize by fusing the best of symbolic and statistical methods and data.

A moment's pause is in order to consider the Systran system, still the world's best performer on unseen text, despised by linguists and AI researchers alike until they needed it as a champion against the statisticians. The truth, of course, is that by dint of 30 years hard labor the Systran teams had produced by hand the large coded knowledge base needed for the symbolic AI approach to work!

Why did the statistical approach do as well as it did so quickly? The best explanation I know is revealing, and also cheering for the future of hybrid systems. Evaluation methods clearly showed that translation fidelity closely correlates with the intelligibility of the output text. Statistical models created a plausible model of generation intelligibility, based on n-gram models of plausible text sequence, and in doing so, dragged by the correlation a substantial amount of MT fidelity along with the intelligibility.

The moral here is clear: MT, like prophecy and necromancy, is easy, not hard. One can do some MT on any theory whatsoever, including word-for-word substitution. So, do not be seduced by the claims of theory - only by results. We now have two competing paradigms, symbolic and statistical, еасh armed with a set of rock-solid examples and arguments, but neither able to beat Systran unaided.

The mass of active MT work in Japan has also, I believe, come up with a cookbook of useful heuristic hints: work with lexicon structures not syntax; preprocess difficult structures in advance of MT input; do not think of MT as an absolute self-contained task but as a component technology that links into and subdivides into a range of related office tasks such as information extraction, word processing, and teaching systems.

The last seems too simple. It is correct but ignores the historic position of MT, the oldest linguistic and AI task, one with a substantial evaluation methodology, so that any natural language processor (NLP) or linguistic theory can still be reliably tested within it. The consequence of these observations is that hybrid cooperative methods are the only way forward in MT, even though for now they may be pursued separately as grammars are extracted empirically from texts and texts are automatically sense-tagged. Work also progresses in parallel on the development of ontology and knowledge bases. They will meet up again, for neither can do without the other, and all attempts to prove the self-sufficiency or autonomy of each have failed and will probably continue to do so.

NOTES:

1. I feel about its condition somewhat the way Мао Tse-Tung is said to have felt about the significance of the French Revolution after 200 years: it's too early to tell. — Его состояние в какой-то степени напоминает мне высказывание Мао-дзе-Дуна которое, как говорят, он сделал по поводу значения Французской Революции почти 200 лет спустя: "Слишком рано говорить".

2. However, these have not yet been brought into contact with large-scale problems, which was why some people took the statistical claims seriously. — Однако, они не были связаны с крупномасштабными задачами, что было причиной тому, что заявления статистиков некоторыми принимались всерьез.

3. to weather the statistical onslaught — выдержать натиск статистиков.

4. ... some of us had espoused symbolic theories of language that rested on quantifiable notions of the coherence or preference of linguistic items for each other. ... — некоторые из нас поддержали символьные языковые теории, которые опирались на поддающиеся количественному определению понятия согласования или выбора лингвистических единиц.

5. Evaluation methods clearly showed that translation fidelity closely correlates with the intelligibility of the output text. — Методы оценки отчетливо показали, что ясность итогового текста зависит от точности перевода.

6. ... texts are automatically sense-tagged. — ... тексты автоматически связываются по смыслу.

I. Answer the following questions:

1. What cannot all existing systems of machine translation do?

2. Can you describe the methods for escaping deadlocks in machine translations?

3. IBM researches can produce 50-plus percent of correctly translated sentences from unseen sentences in trained corpus, can't they?

4. What can IBM researches do to improve machine translation performance?

5. What did the evaluation methods clearly show?

6. Can you comment on the author's point of view on the work of active Japan machine translations?

7. Is it correct?

II. Write a summary in English.

Stage A

1) Look through the text (scheming reading),

2) Divide it into introduction, principle part, and conclusion.

3) Find and write down the main idea(s) of the text. 

Stage В
1) Read the text again but now attentively (close reading).

2) Give detailed answers to the questions.

3) Write the items of the plan. 

Stage С
1) Write out kernel sentences to illustrate the items of the plan.

2) Join kernel sentences together; use connective words if necessary.

3) Re-read your summary and make sure that the sentences are presented in a logical order 

Make any changes that you think are necessary.

III. 
Read the text. Agree or disagree with what is told in the text. Write about your attitude to the problem. Give arguments in favour of your point of view.

All modem systems ended up employing methods from both statistics and linguistics. Although fundamental differences remain, it is informative for all future machine translation systems to identify what parts of the systems tend toward linguistics, what parts toward statistics, and why this should be so.

If you want to build a non-toy machine translation system - a system with more than approximately 5,000 lexical items - that handles previously unseen input robustly, you always end up including some statistics-based or knowledge-based modules. It is not hard to see why this should be so. System must know correspondence of words in one language to another.

Simply building into the initial statistical model the idea of word classes is a big step away from pure language-independent statistics and a step toward symbolic/linguistic knowledge.

Scanning the range of MT applications, one can identify niches of optimum MT functionality, which provide clearly identifiable MT research and development goals. Major applications include

a) assimilation tasks (such as scan translations of foreign documents and newspapers): lower-quality, broad domains — primarily statistical technology.

b) dissemination tasks (such as translations of manuals and business letters): higher quality, limited domains — primarily symbolic technology.

c) narrowband communication (such as e-mail translation): medium quality, medium domain—highly hybridized technology.

Toward the end of his position statement, Yorick Wilks points out a fact worth remembering: it's easy to build MT theories, but not easy to get results. In this regard, statistics-based systems are currently in a better position than symbolic ones because they emphasize evaluation to drive research. But in the long term, despite Wilks's somewhat pessimistic view, large enough knowledge bases will exist to make the symbolic and linguistic generalizations of central importance.

Unit 2

Statistical MT # stone soup

There is a considerable history of statistical/empirical approaches to machine translation, starting with Warren Weaver and the Georgetown system in the 1950s and 1960s. The Georgetown system eventually became known as Systran, and is still one of the more successful systems on the market. Statistical/empirical approaches lost favor when Chomsky and others pointed out some of their limitations in the late 1950s. It is difficult, for example, to capture long distance constraints such as subject-verb agreement with trigrams — sequences of three words. Increasing the window size to four or five words does little to address the fundamental issue. The constraint between the subject and the verb ought to be expressed in terms of subjects and verbs, and not in terms of words.

Despite these limitations, though, there has been a resurgence of interest in 1950s-style empirical and statistical methods in a variety of applications of natural language processing, including MT. The reasons for this resurgence are difficult to pin down. Some point to massive quantities of online text (corpus data), while others point to improvements in computer technology. In my more cynical moments, I wonder if the never-ending cycle from empiricism to rationalism and back again is just an artifact of human nature. Maybe it is inevitable that students revolt against their teachers. As Mark Twain put it, grandparents and grandchildren have a natural alliance; they have a common enemy.

Existing translations contain more solutions to more translation problems than any other existing resource. Peter Brown et al. are credited with reviving interest in statistical MT. Their work is based on Shannon's noisy-channel model. Imagine a noisy channel, such as a noisy telephone, or a speech recognition machine that almost hears. A sequence of good text (I) goes into the channel, and a sequence of corrupted text (0) comes out the other end.

I —> Noisy channel —> O

How can an automatic procedure recover the good input text, I, from the corrupted output, O? In principle, one can recover the most likely input, I, by hypothesizing all possible input texts, I, and selecting the input text with the highest score, Pr(I\O). Probability estimates are obtained by computing various statistics over a large sample of text such as a few years of the Associated Press newswire.

Translation doesn't exactly fit into the noisy channel model. Brown et al. assume that a French sentence, F, is just a noisy version of an English sentence, E. In this way, they view French-to-English translation as the task of recovering the "underlying" English sentence from the "observed" French sentence.

E—> Noisy channel—> F

Conceptually, their translation program searches the space of all possible English sentences for the sentence E that maximizes Pr(E\F). Their probability estimates are based on large samples of Canadian parliamentary debates, which are published in both English and French.

This approach is extremely controversial. On the surface, it would appear to be fundamentally flawed for reasons pointed out by Chomsky and others in the late 1950s. How can a (purely) statistical approach handle subject-verb agreement? Morphology? In many cases, Brown et al. have adopted solutions to these problems that look remarkably "linguistic," leading Yorick Wilks to charge that their approach is just stone soup. They talk a lot about the statistics, but we "know" that the linguistics is doing the bulk of flu-work.

There has been a lot of rhetoric on both sides. Who knows whether statistics are more important than linguistics or vice versa? I must say that I find the debate somewhat tiresome. Neither approach has made much progress; we are still a long ways from Yehoshua Bar-Hillel's ultimate goal: fully automatic high-quality translation (FAHQT). Perhaps the statistical/empirical approach is a step in the right direction, and perhaps not.

But either way, the statistical approach is producing a very interesting by-product: alignment programs that figure out which parts of a translation correspond to which parts of the original. These programs are being used in translation reuse. Many large jobs (such as manuals) are updated on a regular basis and don't change all that much from one version to another. Translation reuse tools make it easy to translate just the "diffs" rather than the entire job. There is a significant niche market for translation reuse. Reuse could easily be a bigger moneymaker than MT. At best, MT might be able to speed up a translator by a factor of two, whereas translation reuse can achieve much larger speedups if there aren't too many "diffs".

Alignment programs are also being used to produce just-in-time glossaries. Terminology is a major bottleneck for translators. How would Microsoft, or some other software vendor, want the term "dialog box" to be translated in their manuals? Technical terms such as "dialog box" are difficult for translators because they are generally not as familiar with the subject domain as either the author of the source text or the reader of the target text. In the past, translators had to read a lot of background material in both the source and target languages until they mastered the terminology in both languages, an extremely labor-intensive process. Parallel texts could be used to help translators overcome their lack of domain expertise by providing them with the ability to search previously translated documents for examples of potentially difficult terminology and see how they were translated in the past.

In this way, the statistical approach is producing a set of useful terminology and reuse tools. Unlike traditional MT, these tools do not attempt to compete with the human at what the human does best (translating the easy vocabulary and the easy grammar), but complement the human in areas where they know they need help (difficult vocabulary and reuse). In contrast with fully automatic MT and largely automatic approaches such as machine-assisted translation followed by post editing, Kay advocated the more modest goal of building tools that human translators would want to use.

It would be ironic if statistical MT ended up producing a toolbench that isn't statistical and isn't MT. But at least it isn't stone soup....

NOTES:

1. Statistical MT # stone soup. — Машинный перевод по статистическому методу — это не каменная стена.

2. It is difficult, for example, to capture long distance constraints such as subject-verb agreement with trigrams-sequences of three words. — Трудно уловить подчинение (слов) на большом расстоянии, например, согласование подлежащего-глагола с триграммами — последовательным рядом из трех слов.

3. Despite these limitations, though, there has been a resurgence of interest in 1950s-style empirical and statistical methods in a variety of applications of natural language processing, including MT. — Несмотря на эти ограничения, тем не менее, в 1950х был всплеск интереса к разнообразному применению эмпирических и статических методов для обработки естественного языка, включая машинный перевод.

4. Some point to massive quantities of online text ( corpus data ), while others ... — Одни указывают на большое количество диалогового текста ( большой объем данных ), в то время как другие ...

5. ... alignment programs that figure out which parts of a translation correspond to which parts of the original. — ... регулирующие распознающие программы согласовывают части перевода с частями оригинала.

I. Answer the following questions:

1. What is the problem of long-distance constraints such as subject-verb agreement with trigramsequences of three words?

2. How can automatic procedure recover the text with the help of Shennon's noisy-channel model?

3. Which is more important: statistics rather than linguistics or vice versa?

4. Do you know where statistical methods can be used?

5. What did translators have to do in the past when they wanted to translate difficult terminology?

6. Can this method compete with the human and in what areas?

7. What is the most remarkable feature of statistical methods?

II. Write a summary in English.

Stage A

1) Look through the text (scheming reading).

2) Divide it into introduction, principle part, conclusion.

3) Find and write down the main idea(s) of the text. 

Stage В
1) Read the text again but now attentively (close reading).

2) Give detailed answers to the questions.

3) Write the items of the plan. 

Stage С
1) Write out kernel sentences to illustrate the items of the plan.

2) Join kernel sentences together, use connective words if necessary.

3) Re-read your summary and make sure that the sentences are presented in a logical order, Make any changes that you think are necessary.

III. 
Read the text. Agree or disagree with what is told in the text. Write about your attitude to the problem. Give arguments in favour of your point of view.

The problem of machine translation has proved so complex that the quality of the result has not correlated significantly with the method chosen.

The most remarkable feature of the statistical methods in machine translation is that they are not at all specific to their subject matter. The major scientific (or methodological) trend in the field is experimenting with how well the statistic - oriented methods will advance the state of the art in machine translation without the need for massive, manual knowledge acquisition.

The major technological trend in the field is looking for the best ways to mix the statistical and rule-based methods.

The knowledge and linguistics-based methods will do well to regroup and concentrate on those tasks and situations in which statistical approaches fail to deliver.

The author's opinion is that machine translation is too complex for the current statistical processing methods to handle, even though these methods do not aspire to building representational models of human language capacity and rely only on the input -output behavior of such models (in machine translation, a text and its translation). He also thinks that the rule-based/corpus-based dichotomy is not as important as we think. He proposes that the real problem of machine translation as technology is that artificial intelligence researches do not generally understand how difficult the problem actually is.

I think that Machine Translators can be helpful to a person doing translations from one language into another in spite of that to obtain high-quality, fully automatic translation remains an elusive goal for the present.

While using M.T. there arise some difficulties because of that it commits quite a lot of errors. As it is known many words are polycemantic and M.T. can choose only one meaning of the word which often doesn't correspond to that given in the text. The Russian language is rather complicated grammatically; computer can not use, for example, the six Russian cases in a proper way. When translating compound or complex sentences with participal constructions it doesn't manage its job well either.

But it translates simple sentences and monosemantic words rather well. I often use M.T. as a glossary, so I don't need spend much time for searching a word in a dictionary. What do you think of that?

Unit 3

Modeling Reality

Why don't we have a complete plan for reforms? In order to play chess, one must know the rules... how to move the various pieces on the board. But it is not possible to know the situation on the chessboard after the 15th or 25th move.

— Vaclav Klaus, Finance Minister,Czechoslovakia

Scientists, managers, executives and government leaders are expressing increasing concern about the safety and reliability of complex computer systems. As such systems take charge of everything from phone calls to flights, we are exposed to a growing danger of man-made disasters.

Important among complex computer systems are computer models used for simulations and predictions of phenomena in areas ranging from physics to hardware engineering to socio-economic systems. Computer models have become an area of concern unto themselves. Their misuse could lead governments to adopt disastrous policies in dealing with such subjects as global warming and global economic stability. The proliferation of computer models supporting divergent points of view—for example, computer simulations supporting conflicting theories of global warming or nuclear winter—can easily mislead the lay public. Models whose results depend on assumptions about human behaviour are the most likely to produce controversial results.

In early November 1990 the Association for Computing Machinery (ACM) brought together leading scientists, business executives and government officials to discuss public-policy questions surrounding computer models. I will summarize the main points about modeling made by the principal speakers at that meeting. 

Modeling Expertise

Knowledge-based systems (KBSs) are important examples of computer models. A KBS is because to many observers the majority of them have fallen short of the promise of competent performance.

John Kunz attributes part of the problem to a design-and-testing process taken from software engineering, a process that begins with a formal specification of the system's behavior and ends with an acceptance test. This process cannot take into account that the standards for expert performance can shift as a field changes. Kunz argues that, to obtain reliable KBSs, continual testing and improvement must be the standard approach. The tests must do more than compare KBS decisions with real situations; they must validate that at all times the recommended actions fulfill the purpose of the system, that the reasoning procedures are valid for the domain, and that the recommended actions are consistently endorsed and assessed as competent by human experts. Kunz recommends that the tests include simple realistic cases as well as cases that apply various stresses to the KBS. He recommends that some of the tests be retrospective (comparing KBS decisions with those of experts in the past) and that some be prospective (testing the KBS against experts in real time).

KBSs are founded on the assumption that an expert works from a complete theory of the domain. Once a theory is articulated as a set of rules and stored in a database, the superior power of the computer can draw inferences much faster than the expert. That this has not been accomplished cannot be blamed on a lack of computing power, memory, research effort or cooperation of experts. An explanation gaming credence is that experts themselves do not work from complete theories, and much of their expertise cannot be articulated in language. The advocates of neural networks claim they have found a way to overcome the inability to articulate expertise. Neural networks mimic the biological structure of the brain and therefore the expert's approach to gathering and organizing information; once the networks have been trained, their advocates say, they will be able to acquire the knowledge experts have that cannot be articulated as rules.

At the ACM meeting Jay Forrester argued that all human decisions are taken with respect to (possibly subconscious) mental models and that computers should be used to augment human mental-modeling powers. He is interested in models that make predictions about the future behaviour of large organizations and societies. He maintains that human beings are notoriously inept at understanding the dynamics of systems that contain feedback control loops. Feedback loops, which are familiar features of mechanical systems and biological organisms, also permeate organizations and social systems. The modeling approach Forrester calls system dynamics is aimed at giving us a tool to aid in understanding the operation of systems for which we have only a static description. He claims that many organizations can be successfully modeled because the members of the organization follow policies that are either explicit or are part of their habitual behaviour; hence they can be stated as precise static rules that can be embodied as interacting functions in the model. Forrester has a good deal of optimism that socio-economic systems can ultimately be modeled and that system dynamics is a powerful general approach. 

Limits of Modeling

Stuart Dreyfus, a long-time advocate of modeling and critic of expert systems, is concerned that we understand the limits of modeling so that our claims about models can be well grounded. He argues that in most socio-economic domains, neither conventional mathematical modeling (including rule-based artificial intelligence) nor neural-network modeling is as trustworthy as the judgments of impartial, experienced experts. He calls the actions of experts in a domain a form of "skillful coping," about which there are four extant theories: 1. Expert behavior is an unconscious application of a conventional model. 2. It is uninterpretable neuronal and biochemical activity. 3. It is a process of recalling memories that match the current situation. 4. It is uninterpretable brain activity evolved from a domain theory learned during an initial formal encounter with the domain through some teacher.

Dreyfus says that Forrester bases system dynamics on the first theory, whereas Dreyfus himself finds the fourth theory much more credible and consistent with evidence about skillful coping. He concludes that computers that provide facts and suggest decisions can improve the judgment of experienced people. In the hands of inexperienced people, however, such computers may actually degrade coping skill. Education that equates expertise with models can inhibit the development of good judgment.

Steve Kline draws a sharp distinction between physical systems and systems that include human beings. He uses a simple complexity index to demonstrate the qualitative differences between these two kinds of systems. His measure counts the number of variables, parameters and feedback loops in the system being modeled. Physical systems modeled by differential equations (e.g., fluid flows) have low model complexity (on the order of 10') and may have high computational complexity- Hardware systems (e.g., airplanes and computer networks) have moderate model complexity (on the order of 10) and moderate to high computational complexity. But models for "human systems" — brains, personalities, organizations, economies and societies — all have extremely high model complexity (on the order of 1013 and beyond).

In Kline's analysis physical systems and hardware systems have three characteristics that lead to low model complexity: they operate under invariant rules, their parts are context-independent, and they are not self-observing. In contrast, human systems have changing rules and are context-dependent and self-observing. Kline ends up questioning the "science-based" approach to modeling these systems, an approach rooted in the Newtonian (mechanistic) tradition, which assumes that all of the universe is governed by fixed laws.

Eleanor Wynn continues the skepticism toward computer models of human activities by questioning whether the perspective of information processing itself is sufficient to understand human systems. Noting the widespread agreement that we do not know how to design complex software systems that are dependable, she observes that most of the discussion about software occurs within the paradigm of software engineering that begins with a formal specification and ends with an acceptance test. She argues that this paradigm completely misses how good designs are made because it is context-independent and cannot take into account the perspectives of users. 

Description, Computation, Prediction

These authors share the conclusions that models involving human behavior are unavoidably complex, that such models may not work except in limited cases, and that even then they will be made to work by ongoing development rather than by prior analysis. They suggest that one's trust in the reliability of such models depends on one's assumptions about how biological organisms and societies learn and act. But they diverge on this claim. Models can produce greater understanding of complex human phenomena, lead us to wise decisions and guide us to effective actions. Forrester is optimistic about this claim. Kunz implicitly accepts it in the domain of knowledge-based systems. But Dreyfus, Wynn and Kline express serious doubts. The divergence of views on this question is at the heart of the debate over computer modeling of human realities.

In what follows I offer my own analysis of this claim, and I suggest ways that computers can assist us effectively in the domain of human actions.

What is a model? We usually understand a model to be a symbolic representation of a set of objects, their relationships and their allowable motions. We use models in three

Description. We sometimes use a model to describe how a system works. Examples are a blueprint, a scale model of a railroad, the equations of motion of a planet, the scientific method, and the software-design process.

Computation. We sometimes use a model to guide, to reproduce or to calculate action in the domain. Examples are following directions from an inertial guidance system (guiding), a flight simulator (reproducing) or computing a measurement (calculating).

Prediction. We sometimes use a model to predict the future state of a system with tolerable certainty. Examples are models that predict the lift of a wing in flight, the position of a star or me future state of the weather or the world economy. A model is useful for prediction only if the future state can be calculated much more rapidly than in real time and only if its users agree that the assumptions about parameter values and governing laws will hold at the future time.

These three aspects are hierarchical in the sense that prediction relies on a model to compute a future state given future values of parameters, and computation relies on a precise description of the allowable motions of a system. Models are of universal interest because of our unavoidable concern to anticipate and prepare for future action, and because they make the world seem simpler and more understandable.

I. Answer the following questions:

1. Why have computer models excited great concern among scientists, managers and government leaders in the recent years?

2. What is a computer model?

3. What are computer models used for? Give some examples.

4. Computer models are of universal interest, aren't they? Why? Will you give any examples of computer models?

5. What is important for obtaining reliable KBSs?

6. What kinds of tests are recommended for analyzing simple realistic situations?

7. The advocates of neural networks claim that they have found a way to overcome the inability to articulate expertise. Do you mink they are right or wrong by saying this? Argue your point of view.

8. What distinction is there between physical systems and models for "human systems"?

II. Write a summary in English.

Stage A

1) Look through the text (scheming reading).

2) Divide it into introduction, principle part, and conclusion.

3) Find and write down the main idea(s) of the text. 

Stage В
1) Read the text again but now attentively (close reading).

2) Give detailed answers to the questions.

3) Write the items of the plan. 

Stage С
1) Write out kernel sentences to illustrate the items of the plan.

2) Join kernel sentences together; use connective words if necessary.

3) Re-read your summary and make sure that the sentences are presented in a logical order. 

Make any changes that you think are necessary.

III. 
Read the text. Agree or disagree with what is told in the text. Write about your attitude to the problem. Give arguments in favour of your point of view.

However there is a sharp distinction between physical systems and systems that include a human being. Models for "human systems" — brains, personalities, organizations, economies and societies — all have extremely high model complexity. The complexity measure counts the number of variables and parameters in the system being modeled. Physical systems and hardware systems have three characteristics that lead to low model complexity: they operate under invariant rules, their parts are context-independent, and they are not self-observing. In contrast, human systems have changing rules and are context-dependent and self-observing.

Models involving human behavior are unavoidably complex. Such models may not work except the limited cases, and even then they will be made to work by ongoing development rather than by prior analysis. One's trust in the reliability of such models depends on one's assumptions about how biological organisms and societies learm and act.

Knowledge-based systems (KBSs) are important examples of computer models. A KBS is supposed to reproduce the decision of an expert in a domain. Continual testing and improvement must be the standard approach to obtain reliable KBSs. The tests must do more than comparing KBS decision with real situations; they must validate that at all times the recommended actions fulfill the purpose of the system, that the reasoning procedures are valid for the domain, and that the recommended actions are consistently endorsed and assessed as competent by human experts. Tests must include simple realistic cases as well as cases that apply various stresses to the KBS. Some of the tests must be retrospective (comparing KBS decisions with those of experts in the past) and some must be prospective (testing the KBS against experts in real time).

KBSs are founded on the assumption that an expert works from a complete theory of the domain. However experts themselves do not work from complete theories, and much of their expertise cannot be articulated in language. The advocates of neural networks claim they have found a way to overcome the inability to articulate expertise. Neural networks mimic the biological structure of the brain and therefore the expert's approach to gathering and organizing information. Once the networks have been trained, their advocates say, they will be able to acquire the knowledge experts have that cannot be articulated as rules.

Unit 4

Mathematics and the Internet

The relationship between mathematics and the Internet is like that between any language and the works of Shakespeare: his work could not have been conceived without language, while his poems and plays have enriched the language as it evolved.

Computers were born in the language of mathematics. Binary numbers let computers represent words, music, images and more so that machines can now communicate across the Internet with an alphabet of 0's and 1's. The impartial rules of mathematical logic govern computer operations. Internet addressing, and even Web search engines.

Within the Internet, mathematics is at the heart of security for messages and financial transactions. It is the basic tool of data compression, coding, and error correction for transmitting large files. It is the foundation of databases for managing email addresses and for searching the World Wide Web and it is the agent for routing messages and managing networks.

The Internet is also helping advance mathematical research and education. Groups of educators and researchers communicate through email, newsgroups, and special World Wide Web sites. The Internet also supports distributed computing such as the recent cooperative effort which linked computers across dozens of countries to crack a code once thought secure for 20 millennia.

Managing Data on the Internet

As most people know. Internet messages — e-mail, graphics, sound, the results of database searches — are transmitted as strings of 0's and 1's. Mathematics is central to two parts of this digital translation and transmission:

· accurately transmitting a text message, say, that has been translated into binary numbers requires codes for detecting and correcting errors (not to be confused with secret codes), and

· reducing the volume of data in an image, for example, that must be transmitted and then reconstructed as a reasonable likeness of the original, uses the tools of data compression.

When massive strings of 0's and 1's are forced over computer networks, some errors are inevitable, and even small losses of data can be catastrophic. Error detecting codes introduce mathematical tools to detect many of those losses, much like counting the number of pages in a long letter as a way of determining if anything was lost .in the mail.

A standard tool for detecting errors in Internet transmission are cyclic codes; a common choice is CRC-16, a cyclic redundancy code that can detect errors in as many as 16 consecutive bits in a message. CRC-16 can also catch about 99% of errors longer than 16 bits. When an error is detected, the receiving computer simply fails to acknowledge its arrival, and the sender knows to retransmit.

These codes perform a special kind of division on the numerical representation of the message. The sender can attach the remainder from that division to the message without adding much to its length, but the extra information enables the receiver to verify the message by repeating the division. Getting the wrong remainder means the message was corrupted.

Like error correcting codes, data compression ideas are also shared across a wide range of technologies, including the forthcoming digital television. (One second of high definition, uncompressed video would require more than seven hours to arrive over a conventional home modem!) The challenge of data compression is to reduce by many orders of magnitude the volume of data, and hence the transmission time, while preserving all the visually important parts of the image.

Good data compression schemes help World Wide Web graphics appear quickly and attractively on a computer screen. The same tools bring sound files that please the ear, even though selected parts have been removed or reconstructed. Some of the latest data compression ideas use wavelets, a kind of multiscale analysis tool.

Security on the Internet

Security on the Internet is as important as the security of a bank vault. Security concerns encompass privacy of messages, integrity of computers connected to the Internet, and trust in financial transactions, among many other issues. The rapidly growing Internet marketplace, for example, depends heavily on secret codes mat combine centuries-old number theory with discoveries of the past two decades.

Moreover, efforts to break such codes use the Internet to distribute the computing burden over a wide array of machines. That distributed computing in turn depends in a crucial way on modem extensions of an old idea of Fermat for methodically searching for prime factors of large numbers.

Internet security can be seen in two complementary parts. One is the problem of sending a message that only the recipient can read, insuring both confidentiality of the message and its fidelity. The other is verifying the identity of the sender of a message. The first amounts to finding a code which is hard to crack while still permitting rapid transmission and decoding. The second is the problem of digital signatures: how can an Internet merchant be sure that the signature on an electronic check is genuine? The solutions to both problems rest squarely on me shoulders of number theory, a deceptively deep branch of mathematics.

Conventional encryption schemes like the Data Encryption Standard (DES) function like a locked mailbox to which the sender and recipient each have the only two keys. The problems here are securely transmitting keys to new pairs of correspondents and managing the large collection of keys a busy correspondent needs. Public-key or RSA systems (named for R. L. Rivest. A. Shamir, and L, Adieman, who published the first workable scheme in 1978, based on ideas of W. Diffie and M. Hellroan) have been likened to open mailboxes that can be slammed shut by any sender who wishes to deposit a message but opened only by the owner of the mailbox, the recipient. That is, anyone can code a message for a given recipient but only the recipient can decode it.

Coding a public-key message requires knowledge of two (large) numbers, the so-called public key; decoding it requires a third number, the private key known only to the recipient. The coding and decoding steps use modular arithmetic, a kind of clock face arithmetic (for example, dividing a journey time of many, many hours by 24 to find the remainder that determines the time of day of arrival).

When new members join a public-key encryption scheme, the first step in establishing their keys is their (random) choice of two large prime numbers. Then the keys are calculated from those prime numbers in a series of steps based on a two-century-old theorem of Euler. The public-key scheme is secure unless those two prime numbers can be recovered by factoring one of the public key numbers; the RSA system uses numbers of 129 digits because their prime factors are so difficult to find.

Indeed, Rivest, Shamir, and Adieman believed their scheme to be so secure that in 1977 they challenged the world to decode a message that had been encoded into 128 digits. At that time, they estimated that factoring would take 23,000 years! Yet in 1994, an informal group of 600 volunteers in more than two dozen countries, communicating through the Internet, collected idle CPU cycles on all sorts of computers — even fax machines — to put to work Carl Pomerance's 1981 quadratic sieve algorithm, a descendant of 350-year-old ideas of Fermat. After eight months of work, the 64 and 65 digit factors were discovered.

The RSA 128 digit challenge number was cracked using the Internet, albeit not very quickly. Distributed computing over the Internet cracked the wall protecting the confidentially of distributed communication! Increased security can be easily attained by using public keys with more digits.

Databases and searching

Powerful Web search engines like AltaVista and Yahoo/ let Internet users find specialized nuggets of information hidden all over cyberspace. The heart of most of these key word. (The entry for "mathematics" in one search index lists 332,966 sites!) Ideally, the search engine returns not just the intersection of all index entries for the given key words but also a priority score reflecting the potential relevance of each listed site to the searcher's needs.

Some of the latest thinking on balancing comprehensive search with relevance has led to a vector space model of the information in the index. The coordinates of the space are the terms in the index, the key word vocabulary through which one can search. Each Web site is a point in that space whose coordinates are determined by its "hits" on the key words, perhaps giving the most relevant key words the largest coordinate values. Sites with similar information are represented by points in this space that are near one another in some sense.

In reality, search engines do not explicitly manipulate matrices with hundreds of thousands of rows and columns. Instead, they rely upon clever computational implementations of databases.

Many databases are built around the mathematical object known as a tree. These trees are like family trees that record relations among parents and children and their ancestors and descendants. An index, for example, might consist of twenty-six family trees, one for each letter of the alphabet. The first level of children would be all legal two-letter combinations, and so on; for example, aardvark would be a distant descendant of aa.

Beyond the parent-child connection, relational databases define additional relationships among their entries. The power of a relational database comes from its ability to manipulate those relations; e.g., performing an intersection operation that can find a common string of letters appearing in two different words. The rules for those manipulations are mathematically defined in a relational algebra or relational calculus specific to that database structure. Mathematics is the framework for describing database constructs, and mathematical tools are the basis for improving their efficiency and reliability.

Routing and network configuration

A local area network of moderate size might have 10,000 pairs of nodes that communicate with one another. The messages they share are like trains running at the speed of light on the tracks of the network. Each car in the train carries part of one message, as if a long letter had been written on a series of postcards, one card per car. Typically, cards from many messages are mixed in one train.

The performance of the network depends on the length of the trains — the size of the message packets — and on the space between the trains. For example, a long message train that arrives at the wrong time can delay many other messages until it passes; short messages properly spaced can be slid in among one another.

The mathematical ideas of queuing theory can predict the behavior of message handling protocols based on information about the size and arrival patterns of these message packets. (The classic application of queuing theory is estimating the waiting time at a bank, given the arrival patterns of customers and the service time of the bank teller.)

But investigations of alternate message handling protocols are based on mathematical models of the message traffic. Good models assure that a new protocol will perform as well in practice as queuing theory predicts; bad models can lead a protocol developer to make performance promises that can't be fulfilled.

When traffic is light, propagation time dominates, and message packets are best sent in the area of mathematics known as graph theory. (R. E. Bellman, L. R. Ford, and E. W. Dijkstra are among the mathematicians who first developed shortest path algorithms in the late 1950s.) When traffic increases, the network router needs to find all paths between the sender and receiver, a task that can be handled using modem graph search techniques developed in the 1970s by R. E. Tarjan, J. E. Hopcroft and others. Knowing that both the shortest path and all available paths can be found, many network routing protocols then focus on different criteria for making the commuter's choice between the short but possibly congested road and the longer but freely flowing route.

Mathematics and the Internet

Mathematics is the language of Internet operation, from the binary numbers that describe texts and images to the complex data structures of search engines for the World Wide Web. Adroit combinations of old and new ideas from fields like number theory have enabled such key Internet technologies as data encryption for secure financial transactions. At the same time, the Internet has given birth to world-wide collaborations among mathematics teachers and researchers, collaborations that are advancing both education from kindergarten through university and our understanding of some of the most difficult problems of pure and applied mathematics.

NOTES:

1. Wavelets are a mathematical tool that has been developed in the last decade by A. Grossman, Stephan Mallet, Ingrid Daubechies and others to circumvent the limitations of classic Fourier analysis, which is restricted to analyzing fundamental frequencies.

I. Answer the following questions:

2. What language do computers use?

3. What kind of messages can be transmitted through the Internet?

4. What form are Internet messages transmitted in?

5. What are the two basic problems of securing Internet massages?

6. How can errors be detected in the Internet?

7. What is a financial transaction?

8. How is financial security provided in computer communications?

9. Can anyone crack a RSA coded message?

10. How can "trains" lengths affect Internet traffic?

11. What are the main principles of data searching?

12. What mathematical theory can be used to describe the behavior of message traffic in the Internet?

13. What applications of prime numbers theory in the Internet do you know?

II. Write a summary in English.

Stage A

1) Look through the text (scheming reading).

2) Divide it into introduction, principle part, and conclusion.

3) Find and write down the main idea(s) of the text. 

Stage В
1) Read the text again but now attentively (close reading).

2) Give detailed answers to the questions.

3) Write the items of the plan. 

Stage С
1) Write out kernel sentences to illustrate the items of the plan.

2) Join kernel sentences together; use connective words if necessary.

3) Re-read your summary and make sure that the sentences are presented in a logical order. Make any changes that you think are necessary.

III.
Read the text. Agree or disagree with what is told in the text. Write about your attitude to the problem. Give arguments in favour of your point of view

Computer network called Internet is worldwide known. Many people, more than 30 million, are using this network to get diverse information.

The main part of the information on Internet is presented as Web pages. Hence, making Web pages today is very actual. Internet is not only based on software, but on hardware as well. Each of these components supplements each other.

Fundamentally, Web and all its contents is software. Thus, technical disciplines such as information science, software engineering, and usability engineering can and should inform questions of Web design and development.

Making a Web page is not so hard, but the right equipment helps. Having a home page is going to be as common as having a fax number- One of the main concerns that may scare away from Web publishing is the notion that a pricey 200-megahertz Pentium system is necessary. But equipment requirements really depend on the results. There are several ways to use the computer for Web publishing. The first is creating the Web pages, HTML (hypertext markup language) is a text-based publishing language that brings Web pages to life. Using HTML, one can probably produce prolific numbers of Web pages on an old 286 system with DOS- based word-processing software. But although that old 286 may be fine for whipping out HTML pages, one may run into a problem when viewing the fruits of your labor. To view a Web page, a Web browser is needed. Both of the major ones, Netscape Navigator and Microsoft Internet Explorer, offer versions that cover operating systems back to Windows 3.1, but no further. Web pages as files are kept on a special computer called a Web server. This server connects directly to the Internet via one or more high-speed telephone lines, and runs specific software that enables people around the world to browse Web pages.

The Web of today provides no clue about the needs and motives of individual readers. At least for the time being, and certainly for the next year or two, the Web provides its users with a fragile veil of limited anonymity. Thus, it's fundamentally impossible to predict or ascertain the motivations, goals, or priorities behind the individual requests for a particular Web page.

In the absence of reliable knowledge about individual users and their needs, site designers have to rely on the "best guess" available about the needs of Web users as a group. In other words, conscientious designers will seek to understand what brings most users to most Web sites. They will attempt to address the needs of that majority as an optimal means of providing value to the largest possible readership. But what do people want? Nearly everyone wants information. The single most common use of Web is to find information. Nearly 90% of Web users report that they use Web as an information source.

Unit 5

Collaboratories: Doing Science on the Internet

The success of many complex scientific investigations hinges on bringing the capabilities of diverse individuals from multiple institutions together with state-of-the-art instrumentation.

We are all aware of the tremendous impact computers have had on science and engineering in the past 50 years, but this impact in the near future may be far greater- A 1996, National Research Council study suggested that the fusion of computers and electronic communications has the potential to dramatically enhance the output and productivity of US researchers. A major step toward realizing that potential can come from combining the interests of the scientific community at large with those of the computer science and engineering community to create integrated, tool-oriented computing and communications systems to support scientific collaboration. Such systems can be called "collaboratories."

The term collaboratory was coined by William Wulf while he worked for the US National Science Foundation. Wulf merged the words collaboration and laboratory and denned a collaboratory as a center without walls, in which the nation's researchers can perform their research without regard to geographical location — interacting with colleagues, accessing instrumentation, sharing data and computational resource, and accessing information in digital libraries.

To what degree can we realize this potential? Computer scientists working with domain specialists have made progress on several fronts to create and integrate the tools required for Internet-based scientific collaboration. However, both technical and sociological challenges remain.

Collaboration is at the heart of science, with a tradition spanning centuries. However, while science has benefited greatly from the computing revolution of the last five decades, technology's impact on the collaborative process itself has been insignificant when compared to our expectations for the near future.

Scientific collaborations currently rely heavily on face-to-face interactions, group meetings, individual action, and hands-on experimentation. Group size varies widely, from as few as three people in molecular chemistry to 300 in high-energy physics.

The tools of computer-supported cooperative work are now being applied to such collaborations. Through immersive electronic interaction, team members distributed across a widespread area can collaborate, using the newest instruments and computing resources. A new paradigm for intimate collaboration among scientists is thus emerging that will accelerate the development and dissemination of basic knowledge, optimize the use of research instruments, and minimize the time between discovery and application.

A collaboratory facilitates scientific interaction within a team by creating a new, artificial environment in which individuals can interact. This new place must be socially acceptable to the people who participate and improve their ability to work. Many computing tools must be brought together and integrated to allow seamless interaction. Some of these tools are already in wide use, such as electronic mail and the World Wide Web, while others, like telepresence — the immersive electronic simulation of "being there" — are still being created by researchers.

COLLABORATORY PROTOTYPES

To facilitate scientific work, collaboratory systems must support the sharing of secure data, analysis, instruments, and interaction spaces. Several systems incorporate these basic components.

An advanced example of data-driven collaboration is the Worm Community System, one of the original collaboratory projects sponsored by the NSF in 1990. This system supports researchers studying the nematode C. elegans, a harmless, soil-residing worm of little human significance. The Worm Community System provides a repository of data about the nematode, ranging from the genome to behavior level, and ties this data to the literature. Everything known about C. elegans and everyone contributing to this knowledge is accessible through the system. These capabilities elevate the Worm Community System from a simple tool for sharing data to an electronic forum.

Providing access to scientific instruments from distant locations is another common locus of collaboratories. Early collaboratories focused on the sharing of large, expensive instruments such as astronomical telescopes, particle accelerators, oceanographic instruments, atmospheric observatories, and space research applications. The Upper Atmospheric Research Collaboratory, another NSF-funded project, is an example. UARC provides six institutions access to instruments in Greenland for solar wind observation. (For more information, see http://www.si.umich.edu/UARC/HomePage.html), UARC collaborators exchange and archive multimedia information from the instruments and the measurement analysis. Other collaboratory projects share smaller devices, such as electron microscopes, scanning tunneling microscopes, and nuclear magnetic resonance instruments.

SOCIOLOGY OF COLLABORATION

Facilitating collaboration among a widely distributed scientific community is highly complex. Although a collaboratory is potentially nothing less than the village square of the Information Age, it is a synthetic place requiring social adaptation.

Is such a place socially sustainable? The requirements for a technological system's success seem contrary to the sentiment expressed in the motto for the 1933 Chicago Worlds Fair: "Science finds, industry applies, man conforms." Today we expect technology to adapt to the user. Some people contend that "technology is incompatible with a gentle and humane society," but we believe that technology implemented with an awareness of human needs can facilitate the collaborative process.

Asserting the social acceptability of a synthetic "place" does not make it so, of course. Thus, in addition to purely technical issues, the research agenda for creating collaboratories must address fundamental psychosocial questions as well. Is it possible to electronically create a suitable sense of place that permits and enhances the successful cooperation of dispersed individuals toward common goals? How can we support communication that permits human cooperation even when the evolutionary social mechanisms that depend on proximity are absent? The silent language of body motion and spatial position are central to human communications and social control; can this richness of human interaction be provided? Indeed, which aspects of this richness are critical and which are not?

Collaboratory developers must consider psychosocial issues such as autonomy, trust, sense of place, and attention to ritual. Autonomy, which describes how an organization is governed or regulated, is implemented through informal communications, acquaintances, and associations. Collaboratory developers must embed autonomy into the virtual organization in a considered manner. Trust, which is established among collaborators through shared experience, is implemented over time through informal means such as meeting face to face and working together in the same place. In a collaboratory, trust will people to feel comfortable in their surroundings, provides security so that people can feel creative. If a collaboratory can harness some of the design strategies that have been so successful in physical group settings, it can also create a sense of place and purpose among its dispersed members that will engender an enduring sense of affiliation and cooperation toward its goals. The mechanisms of ritual, which moderate our interpersonal interactions, must find a place in the synthetic surroundings of a collaboratory.

Technology solutions abound, but often fail to find a human problem to solve. Groupware applications, like those for meeting scheduling, group decision support, joint authorship, and distributed management, have had mixed success. The failure of groupware to gain wider acceptance is due to its primitive technology and its insensitivity to social and political issues in the workplace. Groupware applications for a collaboratory will have to be selected and implemented with a clear understanding of the social and political concerns that characterize joint scientific work. Among these are issues of authorship, acknowledgment of contributions, esteem of peers, and recognition by profes​sional role models. Without such characteristics, collaboratory systems will not find acceptance!

COLLABORATION TYPES

We can learn much about the process of scientific collaboration by talking to the scientists themselves. As part of the development of DOE's Environmental Molecular Sciences Laboratory project, researchers were asked about the nature of their current and future collaborations in order to understand what types of communications an electronic collaborative environment must support. Scientific collaborations span a wide range in terms of group size, collaboration style, and focus (experimental, theoretical, and computational). The focus at EMSL is basic scientific research undertaken by as many as 300 researchers.

On the basis of this feedback, we identified four broad categories:

• Peer-to-peer. Some collaborations involve researchers in the same field sharing an instrument. For example a remote researcher might contribute to the design of a new detector and then use the instrument to study systems of interest in this type of collaboration, the researchers share a common scientific vocabulary. The most important aspects of the collaboration are shared instruments and raw, unanalyzed data. Remote instrument control and direct data access are important in this type of collaboration.

• Mentor-student. Some collaborations involve senior scientists and their more junior partners, such as students and postdoctoral fellows. In these collaborations, the mentor may use prepared materials and live demonstrations to teach data acquisition, analysis techniques, and scientific principles. The mentor must then observe as the student demonstrates mastery of the new concepts by using them appropriately. The necessary real-time interactions between mentor and student go far beyond standard conferencing:

A mentor and student must be able to work collaboratively and interactively. In this type of collaboration, access to many types of archival information — data. notes, results, and so on — is also important so that the student can revisit the material.

• Interdisciplinary. Some collaborations involve scientists who are doing complementary studies of the same system. For instance, a theorist may calculate molecular structures of clusters while an experimentalist uses laser spectroscopy to make experimental structure measurements. Researchers in these collaborations may not share a common vocabulary and so must often translate their results into other terms. Here, researchers might alternate between the roles of mentor and student as they seek to synthesize their findings. In these types of collaborations, it is less important to provide direct access to instruments and raw data; more important is access to summaries and analyses, perhaps recorded into an electronic notebook, and support for the discussion of unfamiliar concepts so that misunderstandings can be corrected.

• Producer-consumer. Some collaborations also involve researchers in different disciplines, but in this type one researcher or research team provides input to another, For example, a mass spectroscopist might determine the sequence of a protein for a biologist. or a surface scientist might provide reaction rate data to a geologist who wants to model the subsurface transport of hazardous wastes. An extreme form of this collaboration type-involves an analytical laboratory that works on a fee-per-service basis. Here there is often a wider gap between the disciplines and motivations of researchers: A scientist may want to study a new physical phenomenon, while the engineering collaborator wants to reduce the cost of a clean-up effort. Collaborators in this type of relationship have little chance for professional contact. They place the most importance on being able to receive a sample and transmit results to the other party. However, if these collaborators can communicate more closely, they might be able to generate new ideas and approaches. To foster close communication among basic and applied scientists, laboratories hold seminar series, workshops, and pizza dinners. This approach suggests that such collaborations may become more complementary when researchers are provided with readily available tools for electronic discussions.

It is important to note that although we present these classifications as distinct types, a single collaboration may actually contain elements from several styles, either in parallel or as the collaboration evolves. Nevertheless, these categories do help to show the varying communications needs researchers have as they work in different modes and how an individual's needs may change as the task or nature of the collaboration changes. The fact that researcher may switch collaboration styles frequently as he works through various tasks in any experiment implies that electronic collaboratory environment should not impose a particular mode. It should instead provide a wide range of capabilities that can be quickly and easily selected and configured for the task at hand. Such flexibility addresses some of the social barriers inhibiting collaboration. 

COLLABORATION TECHNOLOGY

Electronic collaboration must occur in an environment that lets collaborators work intimately with one another.

Current implementations use an integrated set of crossplatform tools such as electronic notebooks, video conferencing systems, electronic whiteboards, shared screens, information-access tools, and instrument-control tools. Figure 1 illustrates how different tools provide varying functionality in interactions depending upon the static or dynamic nature of the information exchange as well as upon the synchronous or asynchronous nature of the session.

E-mail supports collaboration via a time-serial dialog. Videoconferencing supports realtime discussion and, with the addition of graphics and whiteboard capabilities, presentation and brainstorming.

Because the collaboratory concept brings all the scientific resources used by researchers into the mix, both real-time work and asynchronous collaboration are possible. The effect of having all scientific resources available to all researchers moves a remote collaborator from the role of part-time consultant to coworker.

Full support for this vision requires substantial additional work, but progress is being
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Figure 1. Tools provide varying functionality. Some are synchronous, while others are asynchronous. 
Some work well for more static applications, while some are inherently dynamic.

production systems. Network infrastructure is vital for supporting collaboratory-style interaction and linking high-performance computing systems, experimental equipment, data-acquisition systems, and the scientist's desktop workstation into a unified research tool.

National laboratories, academic institutions, and commercial enterprises are rapidly advancing collaboratory technology. In parallel with high-speed networks and secure environments, collaborative applications for videoconferencing, window sharing, instrument control, and document sharing are appearing. However, there is still much to be done.

As part of the DCEE program, the EMSL has developed Core, a prototype collaboratory that provides a loosely integrated set of Internet capabilities that appear as extensions to the Web. Core provides a one-click method to start or join multitool collaborative sessions from a Web page.

The Core Session Manager and Desktop Executive launch and track active sessions, participants, and tools, letting users pick capabilities appropriate for their work without having to be aware of the connection syntax of individual tools, port numbers, firewalls, or Internet addresses.

Core and the tools it uses are under development at PNNL and other national laboratories and universities.
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Figure 2. A sample electronic notebook page.

The tools have been chosen because they provide a wide range of cross-platform functions that let researchers interact with remote colleagues in a rich, in-process, style. The tools include:

• Audio/video conferencing. Collaborators can see and hear each other and monitor instruments and laboratories. The main tool used is network-based software such as Mbone.

• Chatting. Collaborators can exchange text messages.

• Shared computer display and whiteboard. Collaborators can view and interact with any program running on the shared display. They can also use whiteboard-style annotation on top of a live image and remotely control the shared application. This tool turns noncollaborative applications into collaborative ones. Electronic whiteboard functions are also provided.

• Shared electronic notebook. Collaborators can share this electronic version of a traditional paper laboratory notebook. Electronic notebooks provide distributed access to data, as well as automated data entry, searching, and other information processing not possible in a paper notebook. The current EMSL notebook creates a dynamic Web page that can be queried, display experiment information, and accept multimedia user annotations. The Web page provide the data files, an image, or a live Java-based graphical summary of the data in each file, and information about each file (such as the instrument parameters used, operator's name, and date). Information from instruments that is sent to the enterprise database/archive system is queried to provide automatic updates to the electronic notebook. Users may query to select a subset of files to by displayed by sample, date, and owner name. They can also easily add text, picture, and file annotations to the original information. Figure 2 shows a sample notebook page.

• File sharing. Multiple collaborators can transfer files with a drag-and-drop^ facility. On-line instruments, computation, and visualization. Data-acquisition, analysis, computation, and visualization software written for a single local user can be modified for collaborative use in an environment such as Core. One of the first on-line instruments in the EMSL, a radio frequency ion-trap mass spectrometer; can be launched via Core and saves data directly to the electronic notebook. The instrument software also includes pan und tilt controls for a laboratory video camera that can be included in a videoconference. Similarly, analysis, modeling, and other types of scientific applications can be enhanced to let multiple users simultaneously view and interact with them.

Web browser synchronization. Collaborators can use Web material for their lectures or discussions. When one user goes to a new URL, all linked browsers automatically follow. Lecture {only the leader's browser is echoed) or discussion (peer-to-peer) modes arc possible.

These tools must be integrated into a user-friendly environment cognizant of users' psychosocial needs. Emerging technologies will quickly drive such enhancements as common security, session management, communications programming interfaces, object-oriented scientific data models, and models of the experiment process. Emerging standards for videoconferencing and whiteboards, and cross-platform languages such as Java, will also contribute to the creation of highly integrated and highly extensible collaboration environments.

At that point, new two- or three-dimensional interfaces to environments can be developed. A laboratory notebook may contain not only notes and drawings, but instrument controls, real-time data graphs, and videoconferencing windows. An immersive, virtual building may let users see and hear each other, with persistent whiteboards for group notes, and shared simulations and virtual instruments set up in various laboratories.

BARRIERS TO ADOPTION

The barriers to implementing these environments are, both technical and sociological. Existing tools are often immature, unintegrated, hard to support, and costly to maintain.

The adage "build it and they will come" is disproved daily in the computing industry. A technology often exists without being used because it is perceived as adding little or no value. While we contend that the time is right for a collaboratory solution to the needs of scientific interaction, we are challenged to make it a viable necessity for scientific progress, as well as psychosocially acceptable.

We can make glowing predictions about the value collaboratories bring to scientific inquiry; we can make equally valid projections of why they will fail. We know how difficult it is to see the future clearly. We remember what the father of radio Lee De Forest said about television in 1926: "While theoretically and technically television may be feasible, commercially and financially I consider it an impossibility, a development of which we need waste little time dreaming."

Videoconferencing has been slow to catch on partly because of its cost, hardware restrictions, lack of standards, and poor audio and video quality, The perceived benefit of videoconferencing is not sufficient to overcome the problems of using available systems.

Mbone-based freeware applications, which we use in several DOE projects for videoconferencing, originated only in 1992. Mbone is now used extensively by a small class of Internet users for videoconferencing and broadcasts. The Unix-based Mbone video applications provide frame rates of only a few per second, while consuming about 200 Kbytes/sec of network bandwidth. Mbone is now providing one-way videoconferencing to Mac and PC platforms. Cross-platform whiteboards, electronic notebooks, and shared screens use less bandwidth than video but remain in an early state of development, especially with regard to interoperability.

Collaboratory tools need several more years of research until they will be mature enough to be acceptable to end users.

WE PREDICT THAT COLLABORATORIES will be part of our future, that they will be rich telepresent environments, and that virtual laboratories will proliferate. We also conjecture that complexity will drive the need for increased collaboration in scientific endeavors and new research funding models. As educators, we will be faced with training our students to work in a multidisciplinary world of complex problems, which will cause us to adopt new educational strategies. The collaboratory concept is a qualitatively different way of using communication and information technologies. It has the potential to remove the walls around departments and organizations, and it will lead to the creation of a metalaboratory with capabilities that far exceed those available in any single laboratory. In the next few years, a growing community of scientists from multiple universities and national laboratories will be conducting serious scientific research in cyberspace.

NOTES:

1. NSF – National Science Foundation — национальный научный фонд.

2. DOE – Department of Energy — министерство энергии.

3. DCEE – Distributed Collaboratory Experiment Environments— экспериментальные среды распределенных систем сотрудничества.

4. PNNL – Pacific Northwest National Laboratory – Тихоокеанская Северо-западная национальная лаборатория.

6. Drag-and-drop facility – технологическое решение, позволяющее выполнять действия в компьютере путем переноса объектов из одного места в другое.

7. On-line instruments – инструменты, работающие в реальном времени.

I. Answer the following questions:

1. Who is the author of the word "collaboratory", and what does it mean?

2. What influence can computers render on scientific interaction and collaboration? What problems are on this way?

3. Why should the developers of computer collaboratory systems know the features of each type?

4. In what type of collaboration is me remoted instrumental control especially important?

5. How is the Internet involved in collaboratories?

6. What do you think of whether this artificial environment is acceptable socially and psychologically to the majority of the scientists? What is the reason for misunderstanding among scientists during discussions?

8. Can you give an example of collaboration that involves researches in different disciplines?

9. Which means can foster close communication among scientists in various fields?

10. Can you describe flexibility that should be provided by electronic collaboratory environment?

11. What kinds of instruments should collaboratory environments contain?

12. Do you really think that collaboratory tools need only several more years of research?

13. What are the main barriers for collaboration?

14. Which of crossplatform tools you know can be regarded as synchronous and asynchronous?

15. What are the most important designations of the network infrastructure?

16. Which ways is development of collaboration systems being advanced in? Give an example of collaboratory system that is presented nowadays.

17. What tools allow the users to see and hear each other in real-time mode?

18. What are the shared computer display and whiteboard?

19. What are the differences between paper notebook and electronic notebook?

20. What capabilities can be provided by web browser synchronization?

21. Should cooperation tools be integrated into a user-friendly environment and why? Describe both technical and sociological (or psycological) barriers to implementing cooperation-oriented environments.

22. Why does technology often exist without being used (or embedded)?

23. Why is videoconferencing not attractive for scientists?

24. What does Mbone-based freeware application deal with?

25. What is your opinion of the collaboratory systems future?

II. Write a summary in English.

Stage A

1) Look through the text (scheming reading).

2) Divide it into introduction, principle part, conclusion.

3) Find and write down the main idea(s) of the text. 

Stage В
1) Read the text again but now attentively (close reading).

2) Give detailed answers to the questions.

3) Write the items of the plan. 

Stage С
1) Write out kernel sentences to illustrate the items of the plan.

2) Join kernel sentences together, use connective words if necessary.

3) Re-read your summary and make sure that the sentences are presented in a logical order. 

Make any changes that you think are necessary.

III. 
Read the text. Agree or disagree with what is told in the text. Write about your attitude to the problem. Give arguments in favour of your point of view.

The computers and communication tools have great impact on the scientific community indeed and Internet is developing so quickly, that this idea sounds naturally. Collaboration is at the heart of science, with a tradition spanning centuries. However, while science has benefited greatly from the computing revolution of the last decades, technology's impact on the collaborative process itself has been insignificant. So the time has come for it. Here the new phenomena "collaboratory"- ...center without walls, in which the nation's researches can perform their research without regarding to geographical location -- interacting with colleagues, accessing instrumentation, sharing data and computational resource and accessing information in digital libraries - is discussed. In USA there are already such groups, and the authors consider some of them and the problems scientists already came across. The main problem in developing systems to facilitate collaboration is to avoid the widely spread situation disproving thesis "build it and they will come". Technology often exists without being used because it is perceived as adding little or no value. First of all such technology must be adopted to the user. It must be taken into account that many scientific leaders grew up without computers and may stop using it because of any psychological conflict within it. Some of the requirements are presented in this article: autonomy, trust, sense of place, attention to ritual. The scientific collaboration has its international traditions that must be retranslated into the formal rules without losing their sense. These rules formulating requires a great deal of classification work. The authors try to classify different collaboration into 4 types: peer-to-peer, mentor-student, interdisciplinary, producer-consumer. Of course it is not the full list but it is good for an example of the approach. Thus different Internet technique satisfies different types of collaboration. A little of fantasy of course exists in author's predicting of the collaboration future, but it can't be avoided in such articles. Another interesting phenomenon which hasn't been considered by the authors is that young scientists, students will adopt to such collaboration systems quicker, so the scientific researches will be free from orthodoxity and this can imply revolution in some branches. An education system will have to adapt to this new style too. Security problem of course will not be the last one.

I want to be optimistic about this collaboration development.

CHAPTER 4

In this chapter you will gain practice in rendering the texts on computer science.

Unit 1

Computer Science and its Perspectives

The discipline and profession of computer science has undergone dramatic changes in its short 50-year life. As the field has matured, new areas of research and development have emerged and joined with older areas to revitalize the discipline. In the 1930s. fundamental mathematical concepts of computing were developed by Turing and Church. Early computers implemented by von Neumann, Eckert, Atanasoff, and others in the 1940s led to the birth of commercial computing in the 1950s and to numerical programming languages like Fortran, commercial languages like COBOL, and artificial intelligence languages like LISP. In the 1960s the rapid development and consolidation of the subjects of algorithms, data structures, databases, and operating systems formed the core of what we now call traditional computer science; the 1970s saw the emergence of software engineering, structured programming, and object-oriented programming. The emergence of personal computing and networks in the 1980s set the stage for dramatic advances in computer graphics, software technology, and parallelism. The computer industry has experienced tremendous growth and change over the last several decades. The transition that began in the 1980s, from centralized mainframes to a decentralized networked microcomputer-server technology, was accompanied by the rise and fall of major corporations. The old monopolistic, vertically integrated industry epitomized by IBM's comprehensive client services gave way to a highly competitive industry in which the major players changed almost overnight. In 1992 alone, emergent companies like Dell and Microsoft had spectacular profit gains of 77% and 53%. In contrast, traditional companies like IBM and DEC suffered combined record losses of $7.1 billion in the same year The exponential decrease in computer cost and increase in power by a factor of two every eighteen months, known as Moore's law, shows no signs of abating, though underlying physical limits must eventually be reached.

Computers have had a powerful impact on our world and are destined to shape our future. This observation, now commonplace, is the starting place for any discussion of professionalism and ethics in computing. Professionals who work with computers have special knowledge and that knowledge, when combined with computers, has significant power to change people's lives.

Computers, digital data, and telecommunications have changed work, travel, education, business, entertainment, government manufacturing.

The change is so radical that traditional moral concepts, distinctions, and theories, if not abandoned, must be significantly reinterpreted and extended. For example, they must be extended to computer-mediated relationships, computer software, computer art, electronic bulletin boards, and so on. Computer technology makes possible a scale of activities not possible before. This includes a larger scale of record keeping of personal information, as well as larger scale calculations which, in turn, allow us to build and do things not possible before, such as undertaking space travel and operating a global communication system. In addition to scale, computer technology has involved the creation of new kinds of entities for which no rules initially existed, entities such as computer files, computer programs, and user interfaces. The unique argument can also be made in terms of the power and pervasiveness of computer technology. It seems to be bringing about a magnitude of changes comparable to that which took place during the Industrial Revolution, transforming our social, economic, and political institutions, our understanding of what it means to be human, and the distribution of power in the world.

The future holds great promise for the next generations of computer scientists and engineers. To address these problems, and to extend these solutions in a way that benefits the lives of significant numbers of the world's population, will require substantial energy, commitment, and real investment on the part of institutions and professionals throughout the world. The challenges are complex, and the solutions are not likely to be obvious.

NOTES:

1. to revitalize (v.) — вдохнуть новую жизнь 

2. to set the stage — зд. создавать условия 

3. to epitomize (v.) — книжн. кратко излагать, конспектировать 

4. to give way to ... — уступить место ... 
5. competitive (adj.) — конкурентноспособный(ая) 

6. almost overnight — почти неожиданно, сразу же 

7. exponential (adj.) — показательный 

8. by a factor of— на коэффициент 

9. to show no signs of abating — не показывать признаков ослабевания

10. commonplace (adj.) — обычный

11. computer-mediated relationships — отношения посредством компьютера

12. entity (n.) — понятие, сущность

I. Answer the following questions:

1. What are the main stages in the history of computer technology?

2. Had you ever heard of so-called Moore's law before you read the text?

3. Which human activities did computer technology make possible?

4. What are the new kinds of entities which computer technology has involved?

5. How can you compare the changes brought by computers with those having taken place during the industrial revolution?

II. Give the main ideas of the text in logic order.

III. Discussion problems:

1. How is computer technology shaping the world in your opinion?

2. How may computer technology benefit the lives of the world population in future?

3. Do you agree with all the ideas and statements of the article?

Unit 2

What Makes a Good Systems' Designer?

Philip Edwards, a Toronto-based independent designer of large-scale computer systems has analyzed what makes a good systems designer. Drawing on his own experience and that of colleagues involved in designing or hiring designers, Edwards presents a description of the necessary attributes for people working in this area.

One quality that Edwards sees as essential to systems designers is the ability to visualize a number of alternatives simultaneously. Designers should be able to look at a variety of possible solutions to a problem, mentally changing components of these solutions while keeping track of the effects of these changes on other parts. Mentally testing a number of solutions to the design problem involves making use of all technology currently available and finally reaching a state of harmony when the correct solutions are (bund. A colleague of Edwards sees a problem in a unique or unconventional way - and brainstorming - quickly generating large numbers of new ideas - as essential to the designing process. Although these kinds of thinking may be more usually associated with the arts than with computer specialties, Edwards stresses that creativity and imagination are critical to the systems designer.

Another key part of successful designing, Edwards says, is the ability to understand users' needs as they-really are, instead of as users themselves describe them. Many end-users of the system are not computer experts. Therefore, their descriptions of their needs may very well be incorrect. Good designers are able to see the system from the perspective of the user who will benefit without becoming side-tracked by the users' own, possibly mistaken descriptions of the desired system. One colleague Edwards spoke to stressed that in job interview situations, designers will describe their successful systems in terms of the user requirements they have satisfied rather than in terms of inputs and outputs. Designers focus on user needs, while those concerned with inputs and outputs are probably programmers or systems analysts, he says.

Another requirement that resembles those of an artistic field is the ability to communicate via visual images and not just words. Good designers can usually show the essence of their system in simple drawings, diagrams, or just doodles. In addition, they are usually articulate, often having both good speaking and writing skills.

Others Edwards spoke to emphasized that designers need to be able to break down the larger problem into smaller, more manageable parts. Each problem of system design is made up of simpler ones, so that an important part of the designer's task is to be able to analyze what those components are, come up with solutions for them, and make those solutions work together as an integrated whole.

Flexibility is also important. Edwards stresses that designers have to be able to recognize when to drop an idea that isn't working and move on to something else. In other words, designers should not be so faithful to a favorite idea that they overlook its failings.

Edwards points out that some computer systems research and development departments emphasize teamwork. As an example, he cites Applied Research of Dallas, where the company tries to assemble a group with complementary skills to solve design problems. In small groups of people with varying talents, designers need to be able to make use of the abilities of others in the creation of the system. One person working alone is less likely to see - and have all the necessary skills to solve - all aspects of a problem.

According to Edwards, then, good systems designers can visualize a number of possible solutions simultaneously, can think about problems in a unique way; can see the requirements of the system from the user's point of view; have the ability to communicate through drawings, writing, and speaking; know how to break down a problem into small flexible, manageable parts; and can work well with others. But can they cook and sew?

NOTES:

1. to visualize (v.) — мысленно представлять себе, рисовать в воображении

2. while keeping track of— одновременно прослеживая ...

3. unconventional way — нетрадиционный путь

4. brainstonning (adj.) — зд. блестящий, великолепный

5. key part — зд. важное качество

6. to become side — tracked by — идти по боковому (неправильному) пути

7. rather than — скорее чем ...

8. via — (лат.) через

9. a doodle (n.) — закорючка, "кривулька"

10. to be articulate — быть ясным, отчетливым, хорошо составленным

11. an integrated whole — единое целое
12. to drop an idea — оставить идею
13. to overlook (v.) — не обращать внимания, не придавать значения

I. Answer the following questions:

1. Which qualities does Philip Edwards consider as the most essential ones of a system' designer?

II. Give the main ideas of the text in logic order.

III. Discussion problems:

1. Do you agree with Philip Edwards?

2. Could you describe a computer design specialist?

3. Can you give any convincing examples of such people?

Unit 3

Bill Gates' Challenge Now: Running Microsoft.

When William Henry Gates, chairman of Microsoft Corp., leaves his Wash. office on a business trip, he deliberately sets out for the airport a few minutes later than he should. He says: «I like pushing things to the edge. That's where you often find high performance.» Gates generally makes his planes with only a minute or two to spare. In larger ways, his near-perfect performance in one dazzling decade in business has made him the yuppie Chuck Yeager, pushing the envelope not of space but of software.

Gates, who does so many things so well, is more remarkable than better-known princes of high-tech like Steven Jobs. He is not only a technological visionary who can dream of software applications years ahead but a marketing strategist who prices his products for the mass market, not only и charismatic leader who keeps his 1,200 employees challenged but a tough CEO who fires his first president after 11 months. Beyond that, his overall whiz-kid intelligence puts him at the head of any class.

Microsoft, with sales of $100 million in its 11th year, began as a college boy's bluff. In 1975, Gates was a Harvard sophomore who preferred late-night poker, hard-core ducking and such sentimental reading as A Separate Peace and The Catcher in the Rye to his studies. When his boyhood friend: Paul Alien showed him an ad in Popular electronics for the Altair, a build-it-yourself computer, the pair immediately rang up MITS, its Albuquerque manufacturer. With schoolboy bravado, they announced that Gates had already adapted the computer language BASIC for the machine. He had not, but after four frantic weeks, he did. Says Gates: "One little mistake would have meant the program wouldn't have run. The first time we tried it was at MITS, and it came home without a glitch."lt also changed the course of Gates' life: he quitted Harvard and with Alien formed Microsoft to create a line of software products.

Growth has been remarkably smooth and steady. In fact, Gates has financed his company's expansion completely out of earnings. The next great risk of Gates' career came when he set out to develop the operating system for IBM's new PC. His MS-DOS has since become the industry standard, "We bet all our resources on that system," he recalls. He also helped design Radio Shack's Model 100, the first truly portable computer; he produced MSX systems software, the soul of a new series of Japanese machines; and more recently, he released Windows, the much delayed program that allows various applications to appear on the screen at once. Last January Miscrosoft launched its most ambitious project, the long-term development of CD-ROM, a compact disk that can hold any kind of computerized information - musical, textual or visual. During all this warp-speed activity Gates took his company public in March, making his own shares - 40% of the outstanding total - worth $390 million as of June 1.

Microsoft's master views nonwork warily. He puts in 65-hour weeks but no longer pulls all-nighter as he did in the early days. In the first five years of Microsoft he took only two vacations, of two to three days each. Now he permits himself seven or eight days off a year plus some weekends. About twice a month he sees a San Francisco friend, Ann Winblad, 35, who also founded her own software company with three partners. She recently sold out for $15.5 million. This spring he took his most extravagant holiday to date, renting a 56-foot sailing vessel with crew for four days off Australia. Says Gates, somewhat apologetically: "We'd just gone public, and I was sort of pampering myself."

Relaxing is not at all Gates' style. He believes that bad habits in one segment of life — say, personal finance - can spill into others. So Microsoft's $175,000-a-year chief executive is a financial conservative. He has no debts and invests only in stocks he knows well. In the early '80s, he ran a $40,000 ante up to $1 million by investing in undervalued technology stocks, including Apple. In 1983 he bought his $780,000, II-room house with its 30-foot-long indoor swimming pool with those profits. In 1981, the last year of his partnership with Alien, he made more than $1 million and paid $500,000 in taxes. Says Gates, who was too busy running bis company to bother about sheltering his income: "I got a letter from Reagan thanking me for paying all that money."

Gates grew up in the family of a prominent Seattle lawyer and his wife. "The software business is very American," he says. "The original technological advances were all made here. The largest markets are here. And the atmosphere that allowed it all to happen is here. That's how our original customers, including IBM, could be so open-minded about buying from a 25-year-old guy. They may have thought it was crazy at the time, but they said, 'Hey, if he knows so much about software, maybe he knows even more." And he did.

NOTES:

1. to push the things to the edge — двигать вещи на острую кромку
2. dazzling decade — ослепительное десятилетие

3. yuppie Chuk Yeager — молодой Чак Игер (yuppie - young hippie)

4. better-known princes of high tech — более известные авторитеты высоких технологий

5. a technological visionary — мечтатель
6. a charismatic leader CEO — главное должностное лицо, управляющий высшего ранга

7. to fire — увольнять кого-либо

8. bluff (n.) — разг. обман, блеф

9. Harward sophomore — амер. студент-второкурсник Гарвардского университета

10. The Catcher in the Rye — популярный роман Дж. Селинджера "Над пропастью во ржи" (1951)

11. to quit — амер. увольняться с работы

12. it саmе home without a glitch — это удалось без проблем.

13. to set out to — зд. собираться сделать, намереваться

14. warp-speed activity — многосторонняя деятельность

15. warily (adv.)—осторожно, осмотрительно

16. nighter — полуночник, лунатик

17. sailing vessel with crew — судно с командой

18. to pamper (v.)—баловать, изнеживать

19. an ante (n) — доля, часть
20. undervalued — недооцененный
I. Answer the following questions:

1. What are the most remarkable stages of Bill Gates' career?

2. Which Bill Gates' projects were the most significant?

3. How does Bill Gates view nonwork?

4. Why is he called "a conservative" in the article?

5. What is his life style?

II. Give the main ideas of the text in logic order. 

III. Discussion problems:

1. What is Bill Gates' fantastic success in your opinion due mostly to?

2. Have you read his book "The Road Ahead"?

3. Do you know anything about his future projects?

Unit 4

Thinking Machines

As we know, computers have memories and can solve problems, but they can't really mink. That is, no machine has the capacity to reason and learn as we humans do. They can't learn to recognize a particular person, for example, from an angle they've never seen before the way even a baby can. They can't make anything but yes-no decisions or solve problems based on fuzzing or incomplete information. And they certainly can't independently figure out how to solve problems without specific instructions from human programmers. Or can they? Computer scientists researching the possibilities of artificial intelligence are bringing all these limitations into question, as they create computers that approximate the way humans think.

The latest "thinking machines" are known as neural-net computers. The idea is based on understanding how human brains function to give us what we know as intelligence. Limited though this understanding is, it has already given computer scientists some remarkable results. In the brain, when one neuron is stimulated, it "fires," or stimulates a network of other neurons. Those neurons, in turn, excite others so that one signal instantly spreads over a large area of the brain. There are probably some 10 billion neurons in the brain; me number of links between them is 1,000 times that many.

Computers designed in the traditional way work very differently from human brains. The basic idea is to have physically separate memory and processor within the computer and link them so that they can communicate.

Neural-net computers, as their name suggests, work more like our brains. In this new design, me computer has many processors, all linked with each other in a large number of combinations. TRW Inc. has developed a neural-net computer with 250,000 processors joined by 5.5 million connections, and Robert Hecht-Nielsen, director of the company's Artificial Intelligence Center says that the company has already designed systems that have 100 million processing elements. Even neural-net computers built on a much smaller scale can perform in startingly intelligent ways. Terence J. Sejnowski of Johns Hopkins University together with Geoffrey E. Hinton and Scott E. Fahlman of Camegie-Mellon and IBM's Scott E. Kirkpatrick created a neural-net computer with 200 linked processing elements. The machine has the potential to teach itself to read aloud, to recognize images, and to change speech into text.

Other examples of neural-net computers that are already in operation include TRW's machine developed for the Pentagon's DARPA - Defense Advanced Research Projects Agency - to aid a conventional computer in recognizing images. But the company believes that this computer could also be used to make quality inspections in factory settings.

California Institute of Technology and Bell Laboratories have developed a neural-net computer that can solve what is known as the "travelling salesman problem," or determine the shortest route between a number of cities, much faster than a conventional computer. That's because in order for a traditional computer to solve the problem, it would make a list of the cities and the distances between them, then compare all the possible combinations. With ten cities, the number of possible combinations is 181,440; for 30 cities, there are one trillion billion possible combinations. With such a large number of possibilities, even a large mainframe gets bogged, down and takes about a full hour to come up with a solution. Using a network of 100 processors arranged in a grid. Bell Labs and Tech's machine's columns of processors each selected one city, arriving at a final solution through communication between the processors. All this was achieved in a matter of . 1 second.

At London's Imperial College, Igor Aleksander's computer, Wisard, can recognize patterns of him from any perspective. Having been presented with a number of pictures of him in the past, Wisard has retained a kind of pieced-together image. The machine has "learned" what Aleksander looks like, even from angles it has never been exposed to, just as a baby can recognize familiar people, despite changes in their appearances. Conventional computers, on the other hand, cannot recognize images unless there is an exact match between the image and one stored in its memory or unless it has been programmed to recognize some of the image's distinguishing features, A number of researchers have worked with the neural-net's capacity to provide correct solutions based on incomplete information. Cal Tech's John J. Hopfield has put lists of words into his system's memory, then presented just parr of a word on one of the lists to prompt the computer to recall a full set. Even when Hopfield scrambles the clue by rearranging the letters in the wrong order, the system corrects his mistake and produces the right response. In a similar test, James A. Anderson at Brown University has stored data on a number of diseases and their treatments in his neural-net computer. When the system receives information on even an unfamiliar diagnosis, it can suggest the correct treatments.

One other difference between these new machines and conventional computers is that neural-net computers can come up with a good answer, while conventional computers only present perfect solutions. But experts agree that in situations where speed is critical, a good answer will do just fine.

NOTES:

1. fuzzy information — неясная, неопределенная информация

2. neural (adj.) — относящийся к нервной системе

3. inc. — (амер.) корпорация, акционерное общество

4. conventional computer — привычный традиционный компьютер

5. to get bogged down — увязять
6. a grid — решетка, сетка

7. parr — пары
8. to scramble the clue — путать информацию
I. Answer the following questions:

1. Can a conventional computer recognize a person? Can it solve the problems based on incomplete information?

2. What is the idea of neural-net computers based on?

3. Do the conventional computers work in the same way as human brain does or differently?

4. Can you give any examples of neural-net computers that are already in operation?

II. Give the main ideas of the text in logic order.

III. Discussion problem:

1. Will you comment on the information of the text "Thinking machines"?

Unit 5

Someone, Somewhere has you Taped

Privacy is a central topic in computer ethics. Some have even suggested that privacy is a notion that has been antiquated by technology and that it should be replaced by a new openness. Others think that computers must be harnessed to help restore as much privacy as possible to our society. Although the;/ may not like it, computer professionals are at the center of this controversy. Some are designers of the systems that facilitate information gathering and manipulation; others maintain and protect the information. As the saying goes, information is power, but power can be used and/or abused.

Computer technology creates wide ranging possibilities for tracking and monitoring of human behavior. Consider just two ways in which personal privacy may be affected by computer technology. First, because of the capacity of computers, massive amounts of information can be gathered by record keeping organizations such as banks, insurance companies, government agencies, educational institutions. The information gathered can be kept and used indefinitely, and shared with other organizations, rapidly and frequently. A second way in which computers have enhanced the possibilities for monitoring and tracking of individuals is by making possible new kinds of information. When activities are done using a computer, transactional information is created.

When individuals use automated bank teller machines, records are created when certain software is operating, keystrokes on a computer keyboard are recorded; the content and destination of electronic mail can be tracked, and so on. With the assistance of newer technologies, much more of this transactional information is likely to be created. For example, television advertisers may be able to monitor television watchers with scanning devices that record who is sitting in a room facing the television, and new highway systems may allow drivers to pass through toll booths without stopping as a beam reading a bar code on the automobile will automatically charge the toll to a credit card, creating a record of individual travel patterns. All of this information (transactional and otherwise) can be brought together to create a detailed portrait of a persons' life, a portrait the individual may never see, though it is used by others to make decisions about the individual.

This picture of computer technology suggests that computer technology poses a serious threat to personal privacy.

The contents of a file kept about you could stop you getting a job, a home, and a loan. They could be unfair or just plain inaccurate. But you'll never know, until something goes wrong in your life —you get turned down for a job, a mortgage, you are refused a credit card, and can't understand why — and only then, if you're lucky. Technology has made it possible to collect, store and retrieve almost limitless amounts of personal information about every aspect of our lives.

If you were ever in trouble at college or school; ever at the wrong end of a sacking (even if you knew it was an unfair one) or dealings with the police; ever failed to pay off a hire purchase agreement (even if it was because the goods were faulty); or have ever seen a psychiatrist — all this information is likely to be on record somewhere. On record, and, in our increasingly technological times, more accessible than ever to third parties who may use it as evidence against you.

But I've got nothing to hide ...

The fact that you've got nothing to hide doesn't mean you've got nothing to worry about, because the information on record about you could quite simply be wrong. As it was about Jan Martin, a young woman filmmaker turned down for a job after wrong information on a police computer was disclosed to a would-be employer. She and her hus​band had been travelling innocently in Holland shortly after the time of a Baader-Meinhoff terrorist incident, when someone wrongly identified him as a member of the gang and reported their car, registered in her name. When her 'terrorist links' were disclosed to her prospective employers, they understandably shied away. It was only because her father was a former senior policeman that he was able to discover the reason.

Whose file is it anyway?

Apart from the files of credit reference agencies, you have no legal right to see files kept about you. Even when you have strong reason to believe a file contains wrong information, you have no right to check it.

Employers, often hiring private detectives, seem to find it extraordinarily easy to discover almost all they need to know about you. Helena Kennedy explains, ‘Policemen who leave the force often become private detectives but still have friends who can get them information.’ The Observer newspaper recently showed how easy it is, given a suitable story and a smattering of jargon, to obtain information by bluff from police computers. Computer freaks, whose is breaking into official systems, don’t even need to use the phone.

Computers do not after the fundamental issues. But they do multiply the risks. The allow more data to be collected on more aspects of our lives, and increase both its rapid retrievability and likelihood of its unauthorised transfer from one agency which might have legitimate interest in it, to another which does not. Modern computer capabilities also raise the issue of what is known in jargon as ‘total data likage’ – the ability, by pressing a few buttons and waiting as little as a minute, to collate all the information about us held on all the major government and business computers into an instant dossier in any of our lives.

NOTES.

1. privacy (n.) – секретность, конфиденциальность

2. to antiquate (v.) – отменять как устаревший

3. to harness (v.) – зд. обуздать

4. to abuse (v.) – злоупотреблять

5. to affect (v.) – воздействовать

6. to enhance (v.) – увеличивать, усиливать

7. teller-machines – банкоматы

8. toll both – посты для сбора пошлины

9. a beam reading – считыватель
10. a bar code – номерной знак

11. to charge the toll – зд. снять оплату с кредитной карты

12. to get turned down for a job – отказывать в работе
13. a mortgage – ипотека
14. to retrieve – восстанавливать
15. psychiatrist – психиатр
16. a would-be employer – будущий работодатель 

17. to shy away – избегать, уклоняться

18. smattering – поверхностный, небольшая группа, кучка

19. freak (n.) – причуда, каприз; зд. хакер

20. retrievability (n.) – поиск информации

I. Answer the following questions

1. Do you agree with the author that privacy is a central topic in computer ethics?

2. Why are computer professionals at the center of “controversary” now?

3. Will you give examples of the ways in which personal privacy ma be affected by computer technology?

II. Give the main idea of the text in logic irder/

III. Discussion problem:

1. What the situation with computer privacy in our country?

IV. Read the article “Danger” in Russian language from weekly “The Capital” and comment on its main information. Do you also think that computer technology may create wide possibilities to abuse?

Пятнадцатого декабря 1997 г. при прокладке кабеля локальной компьютерной сети в помещении газеты «Комсомольская правда» в кабинете главного редактора в изоляционном коробе был найден деревянный брусок длиной около 13 см. Под его крышкой находились два аккумулятора и электронная плата, а сам он оказался ни чем иным, как радиоуправляемым подслушивающим устройством с радиусом действия около 500 м.

Случай в известной газете – один из многочисленных примеров экономического шпионажа. Закон 1997 г. «О частной детективной и охранной деятельности РФ» запрещает испольщзование аппаратуры так называемого «негласного получения информации» любым организациям кроме государственных следственных органов. Однако, утратив монопольное право на владение секретами, государство на практике лишилось и монополии на шпионаж.

В 1992 г. на очередной конференции по безопасности предпринимательства и личности проводилась выставка технических средств: более 80% представленных экспонатов были средствами шпионажа.

Спектр информации, имеющей практическую ценность для шпионов, довольно широк – от финансового состояния и технических секретов до морального климата в «стане врага». НЕ менее широк и выбор технических средств, позволяющих осуществлять съем информации практически с любых носителей.

Традиционно уязвимыми являются телефонные и компьютерные сети. Вариантов внедрения подслушивающих устройств здесь множество. Например, специалистам хорошо известно так называемое «длинное ухо», которое по звонку из города включает микрофон и позволяет слушать все, что происходит в комнате (телефон при этом не подает никаких признаков жизни). Перехвату и расшифровке поддаются также сообщения пейджинговых станций и даже цифровые протоколы сотовой связи.

В одном из районов на севере Москвы существует фирма, официально занимающаяся компьютерным консалтингом. Однако «… если вы имеете на руках нужные рекомендации, то здесь можно купить двойник пейджера или сотового телефона. А домашний компьютер хозяина позволяет читать все сообщения пейджинговых компаний за три месяца.

Путем перехвата побочного излучения картинку рабочего монитора можно считать с расстояния 100-150 метров. В компьютер можно проникнуть через сеть, а все разговоры подслушать с помощью старого доброго жучка.

Если компьютерные преступления требуют от злоумышленника высочайшей квалификации, то установить жучок в состоянии любой, например, уборщица, вытирающая пыль в вашем офисе. Подобной «работе» человека можно обучить за полчаса. простейшие средства такого рода могут быть замаскированы в пачке сигарет или в куске обычного картона и способны функционировать в течение несокльких суток.

Больше других подвержены попыткам шпионажа компании, которые занимают серьезную нишу на рынке, прежде всего рынке продуктов питания, нефти и газа.

(В. Волков, Приложение к газете «Капитал» 22-28 апреля 1998 г.)

Unit 6 

The Internet

Rapidly Evolving Globally Networked Telecommunications 

The system of computers and connections known as the Internet is forming а new kind of community or sets of communities – electronic communities. Questions of  individual accountability and social control. as well as matters of etiquette that arise in all societies аre taking shape in а new way, in the electronic medium. А new way of living together is evolving. What will in Internet be like in five years? Who will and won't have access? How much freedom will we trade for security? How will commercial interests and citizens opposed to commercialization coexist? What will electronic communications mean to our worlds of work and play? Will the Internet begin to change who we are or who we are to each other?

Speculating about the Internet is now а popular pastime. But some researchers in computer ethics think that тоге serious thought, and perhaps action, should be applied to shaping the society of network users. Commercial, governmental, and recreational groups are already, changing what the Internet used to be, often making unilateral statements or actions. Instead of asking, "What will happen to the Internet?" we should perhaps ask,
 'What should happen tо the Internet?" Questions of should are exactly the questions the ethics addresses.  

Computer Security and the Internet.  

Computer networks will always be vulnerable to attack. As long as companies use the Internet – for transferring files, sending е-mails, downloading programs and so оn –  there will always be the chance that some malicious outsider will find а way to wreak havoc with their computer systems.

But there are ways to make а network much more resistant to attack. The first line of defense is the firewall, а software program, that acts as а gatekeeper between the Internet and а company's "intranet" – the network of computers used by the company's employees.  

The two most common kinds of firewalls are packet filters and application-level firewalls. А packet filter, which typically runs on а machine called а router, examines the source address and destination address if every packet of data going т or out of the company's network The filter can block packets &от certain addresses from entering the network – and prevent other packets from leaving. Ал application-level 6rewall examines
 the content of the Internet traffic as well as the addresses, it в slower than а packet filter,  but it allows the company to implement а more detailed security policy. 

In the illustration, the maze of offices represents а computer network protected by
 firewalls. The green figures symbolize authorized packets of data. The red figures аre potentially harmful packets that should not be allowed into the network.  

Digital Certificates

Digital certificates play an essential role in public-key cryptography, а method widely used on the Internet to keep communications secure. То send and receive messages with this method, а computer user must have а pair of cryptographic keys – а private key and а public key – which are long strings of data, usually containing 500 to 1,000 bits, the user keeps the private key in а safe place – encrypted on а computer's hard drive, for example – but makes the public key known to the people with whom he or she wants to communicate. 

Let's say that Alice wants to send а message to Bob. Because she wants Bob to be sure that the message is really coming from her. Alice uses her private key to create а digital signature, which accompanies the message. Bob uses Alice's public key to verify the signature. But how can Bob be sure that the public key actually belongs to Alice? An impostor could create her own key pair and send the public key to Bob, claiming that it
 belongs to Alice. То prevent such а possibility, Alice must obtain а digital certificate, а data item issued by а widely trusted certification authority, such as VeriSign or GTE CyberTrust or an authority set up by Alice's company. The digital certificate can be thought of as the cyberspace equivalent of а driver's license. И confirms that а particular
 public key belongs to а particular person оr entity.  

The Java Sandbox 

The lava programming language can be used bу software developers со write small applications – called applets – that can be downloaded from the Internet or other computer networks. The danger is that an unscrupulous person might create ал applet that would tamper with а user's computer system by erasing files, stealing data or passing along а computer virus. But the Java language has been designed to prevent such breaches. The key to Java's security is а layer of software called the Java Virtual Machine, which is needed to execute any applet written in the programming language.  When а computer user downloads аn applet, the virtual machine initially prevents the
 program from gaining access to the computer's hard drive, network connections and other vital system resources. At this stage the applet can be imagined as sitting in а child's sandbox, а place where it can do по damage. An applet can get out of the sandbox only if the virtual machine verifies that the program comes from а trusted source.

NOTES:

1. а community (n.) – сообщество 

2. individual accountability – персональная ответственность 

3. to take shape – формироваться 

4. recreational (adj.) – развлекательный 

5. what the Internet used to be – тем, чем раньше был интернет 

6. unilateral statements – односторонние заявления 

7. vulnerable (adj.) – уязвимый, ранимый

8. to download programs – скачивать программы из сети 

9. malicious outsider – (зд.) злоумышленник 

10. to wreak havoc – 1) внести разрушения; 2) производить грабеж 

11. maze (а.) – лабиринт 

12. cryptography (n.) – криптография, шифровка 

13. to encrypt (v.) – шифровать.  

14. hard drive – жесткий диск 

15. an impostor (n.) – обманщик, шарлатан 

16. аn unscrupulous person – недобросовестный человек, неразборчивый в средствах, бессовестный 

17. to tamper (v.} – заниматься темными делами; вынашивать преступные планы 

18. а child's sandbox – детская песочница 

19. а virtual machine – виртуальная ЭВМ 

I. Answer the following questions: 

1. What new communities is the Internet forming? 

2. Have there been any changes in the Internet since the time the Internet came into being?  

3. What is so-called "The new Internet"?  

4. What is the is the difference between two very last questions of the text "Rapidly Evolving Globally Networked Telecommunications"?

II. Give the main ideas of the text in logic order.  

III. Discussion problems:  

1. What "Road to the Future" is discussed in the article? 

2. What is so-called 'The New Internet'? 

3. What problems remain in the use of the Internet? 

4. Read the article "Internet for the Whole Planet" in Russian? Comment оn the main ideas. What do you think of Bill Gates' and Caig McCaw's project? 

5. How can you defend your computers from viruses?  

IV. Read the article "How to Save from "Melissa" and "Chernobyl" in the Russian language and make comments.  

Интернет для всей планеты

Начиная с 2000 года, ракеты во всем мире начнут выводить на орбиту спутники, которые постепенно создадут на расстоянии 700 км от Земли: «сеть»,  покрывающую всю планету. Реализация подобного проекта – его стоимость составляет около $9 млрд. – не под силу ни одному отдельно взятому государству, но два его вдохновителя готовы вложить в предприятие свои личные состояния. Главная цель проекта - сделать Интернет доступным всем жителям планеты.

Компания называется Teledesic Corp. Два основных ее инвестора - Билл Гейтс (Bill Gates) и Крэг Макко (Craig McCaw}, который в 1994 г. занял места среди первых богачей мира, продав свою компанию Cellular Communications за $11,5 млрд.  
Пока даже самому опытному предсказателю не удастся ответить на вопрос,  смогут ли школьники Африки путешествовать по сети с началом нового тысячелетия. Неясно даже, будет ли эта технология работать, но если будет, то Гейтс и Макко окажутся владельцами «дороги в будущее».

 Идея очень проста. В крупных городах Северной Америки и Европы существуют развитые сети каналов связи для быстрой передачи больших объемов информации, но на большей части планеты их нет. Перекопать всю Азию и Африку; чтобы проложить миллионы километров кабеля - задача нереальная. Но есть альтернатива - использование спутниковой связи.  

До последнего времени спутники в мирных и коммерческих целях использовались только метеорологами и телекомпаниями. Все такие спутники – геостационарные, т.е. они неподвижны относительно Земли и «покрывают» достаточно большие территории. Для того чтобы «покрыть» всю планету, нужно не так уж много космических аппаратов.  

В свое время большой коммуникационный спутник мог стоить $100 млн. Но с началом массового их производства и коммерциализации космических программ цены из немыслимых стали мыслимыми. Поэтому Teledesic может позволить себе вывести на орбиту более 800 небольших аппаратов по «бросовой» пене – $5,2 млн.  каждый. Почему так много? Если поставить геостационарный спутник достаточно высоко, то одного аппарата будет достаточно, чтобы телесигнал принимался во всей Азии. При такой высоте сигнал от передающего устройства до приемников доходит за полсекунды. Такая задержка для телевидения – не проблема, потому что зрителю все равно, когда был послан сигнал. Но для Интернета она немыслима. 

За безупречную работу сети отвечает набор стандартов TCP-IP (Transmission Control Protocol - Internet Protocol). Каждый бит информации проверяется на стандартность и принимаемость получателем. Когда мы открываем страничку в Интернете, тысячи сообщений начинают пересылаться в обоих направлениях. Все это работает, когда связь быстрая, но при задержке в полсекунды связи не
 получается. Поэтому спутники Teledesic должны быть ближе к Земле. Чтобы воспользоваться «новым Интернетом», понадобится антенна размером с обычную тарелку.

Эта перспектива впечатляет, но не все разделяют оптимизм Гейтса по поводу спутникового проекта. «Это безумно дорого, безумно рискованно, безумно неуправляемо», - считает Роберт Иган, директор по спутниковым технологиям компании Gartner Group.
("Капитал", 1998)  

"Мелисса" и "Чернобыль"

Вы включаете свой компьютер, но вместо отчета, составленного вами только вчера, видите на экране призыв легализовать наркотики, сопровождаемый неприличными звуками. Все ясно: ваш ПК заразился компьютерным вирусом. 

По данным компании Symantec, в мире известно более 12 000 разновидностей вирусов, к которым ежемесячно прибавляется еще 150-200. Некоторые эксперты полагают, что с учетом мелких «штаммов» их и вовсе около 20 000. По оценкам Symantec, американские компании в результате нападений вирусов и хакерских вторжений за год теряют в среднем около $550 млн.

Число вирусных атак растет год от года: согласно обзору Международной ассоциации компьютерной безопасности (International Computers Security Association), в 1998 г. разрушители нападали в полтора раза чаще, чем годом раньше. Возможно, в этом году атак будет еще больше. Но если позаботиться об «иммунитете» заранее, "инфекция" не застанет вас врасплох.  

Вирусные эпидемии 

Подбираясь к своей жертве, незваные гости иногда принимают и соблазнительные образы, перед которыми трудно устоять. Кирилл Лебедев, Г-менеджер компании DirectNet Telecomunication, не относится к людям, заводящим знакомство с девушками на сайтах знакомств в Интернете. Однако в его ящик
 электронной почты этой весной пришло несколько сообщений, в названии которых предлагалось открыть письмо и взглянуть на фотографию жаждущей дружбы девушки. Но Кирилл не попался на крючок: «Я понял, что здесь что-то не то, и просмотрел содержимое письма, не открывая его. Никакой фотографии там, 
 конечно, не было». Сотрудники г-на Лебедева, к счастью, тоже не стали жертвами вируса-соблазнителя, стирающего информацию с текущих документов.

Изобретательный ум создателей вирусов порождает кровожадных детищ. 26 апреля, в годовщину аварии на Чернобыльской АЭС, тысячи пользователей оказались в замешательстве: после загрузки мониторы компьютеров зияли черной пустотой, а вся информация на жестких дисках оказалась уничтоженной. Коварный вирус Win95.CIH, прозванный «Чернобылем», уничтожил записи на жестких
 дисках сотен тысяч компьютеров по всему миру. Только в одной Москве, по оценке компании «Диалог наука», которая специализируется по борьбе с вирусами, этот коварный пришелец поразил около 600 компьютеров.

Вирус Win95.CIH прячется в пиратских дисках с офисными программами или в бесплатном обеспечении. скачиваемом из сети Интернет. Приживаясь в популярных операционных системах Windows 95198, он портит систему BIOS в результате чего компьютер перестает загружаться вовсе. 
 
Хотя первый раз Win9S.CIH навестил немало жестких дисков еще прошлой весной, не все пользователи вняли предупреждениям и оказались подготовленными к новому «свиданию». 
 
Еще одна мощная компьютерная эпидемия была отмечена 2б марта 1999 г.: в этот день сотня тысяч компьютеров в США и Западной Европе были атакованы разновидностью активного вируса, известного под именем «Мелисса». Активизируясь при запуске программы Word, «Мелисса» рассылала сама себя по первым 50 адресам адресной книги электронной почты своей очередной жертвы. Размножаясь с гигантской скоростью, она на пару дней парализовала почтовые серверы тысяч европейских и американских компаний. Вирус озаглавливал свое послание довольно завлекательно: «Here is the document that you asked for: Don't show anyone else». Через несколько дней разработчики антивирусных программ сумели нейтрализовать «Мелиссу».

После визита нового вируса, Strunkenwhite, почтовый сервер Департамента управления и бюджета США был фактически парализован: вирус-привереда заворачивал обратно все письма, где текст не соответствовал классическим канонам английского языка. 

Как бороться

Чтобы не горевать над хладным телом компьютера, умерщвленного вирусом-убийцей, нужно заранее позаботиться о преградах на вражеском пути. Эксперты рекомендуют проделать следующие несложные операции, доступные даже малоопытному пользователю:  

· исключить возможность загрузки компьютера с дискеты (вирус может своего часа в дискете, которую вы накануне забыли извлечь из дисковода);  

· поставить защиту от записи на дискеты с редко изменяемой информацией;  

· новые программы из сомнительных источников просматривать с помощью программ Word Viewer. Excel Viewer, которые имитируют офисные программы;  

· с помощью антивирусных программ проверять все новое программное обеспечение:  

· периодически копировать важные документы.

Что же касается антивирусных программ, то эксперты советуют установить комплекс «противоядий». Например, совместить антивирусную программу Doctor Web и ревизор дисков ADinf {эта программа хранит информацию обо всех открытых файлах н при запуске сверяет их состояние с тем, которое имело место
 при последнем сохранении документа). Даже если Doctor Web пропустит неизвестный ему вирус, ADinf тут же выведет на экран сообщение о незваном госте. Эта программа способна и самостоятельно заблокировать работу машины до вызова системного администратора. К разработкам последнего поколения, распознающим новинки вирусной «индустрии», относятся антивирусы AntiVirtal Toolkit Pro (с его помощью проверяется содержимое файлов электронной почты),  Norton Antivirus, McAfee. В ответ на появление новых разновидностей вирусов разработчики антивирусных программ обновляют версии своих детищ каждую
 неделю.
" Капитал" 12-18 мая 1995 г.

